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Endoreversible engine

Novikov (1958), Chambadal (1957)
Yvon (1955)
Henri B. Reitlinger (1929)
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Van den Broeck (2005) : strong coupling

Esposito, Lindenberg, Van den Broeck (2009) : strong coupling + left-right symmetry



Stochastic efficiency

simplicity, we first focus on the latter case; see Figs. 1(a)
and 1(b). Modeling the thermal bath effects as usual
[10,11] by Gaussian white noise and a concomitant dis-
sipation proportional to the velocity, and neglecting inertia
effects, we arrive at the following overdamped Langevin
equations for the particle dynamics in the plane:

 !i _xi!t" # $
@U!x!t""
@xi

%
!!!!!!!!!!!!!!!!!
2!ikBTi

p
"i!t"; i # 1; 2:

(2)

Here, kB is Boltzmann’s constant, Ti is the temperature of
the ith bath, "i!t" are independent, #-correlated Gaussian
noises, and the coupling strength between particle and bath
i is quantified by the friction coefficient !i [10,11].

Solution.—We first discuss in some more detail the
forces and torques connected with the dynamics (2).
Denoting by ei the unit vector along the ith coordinate
axis, the three relevant forces are the dissipation f!!t" :#
$P2

i#1 ei!i _xi!t", the potential force fU!t" :# $rU!x!t"",
and the fluctuation force f"!t" :# P2

i#1 ei
!!!!!!!!!!!!!!!!!
2!ikBTi
p

"i!t".
Hence, (2) is tantamount to the force balance f!!t" %
fU!t" % f"!t" # 0. On the average over many realizations
of the noise we thus obtain hf"!t"i # 0 and hence hfU!t"i #
$hf!!t"i, corresponding to the following elementary phys-
ics: Since the particle momentum is by definition consid-
ered as negligible in the overdamped limit, the force
exerted by the potential U is compensated on the average
by the friction forces. A similar consideration applies to the
three torques of the form f& x: The thermal fluctuations
do not give rise to any systematic torque, hf"!t" & x!t"i #
0, and hence the torque of modulus M!t" and direction
e3 :# e1 & e2 which the particle exerts on the potential U
(or the physical object at the origin of that potential) is on
the average exactly equal to the opposite torque $M!t"e3
which the particle exerts via the friction forces on the
thermal environment (or the physical objects containing
the baths):

 hfU!t" & x!t"i # $hf!!t" & x!t"i # M!t"e3: (3)

Next we turn to the Fokker-Planck equation [10,11]
equivalent to (2),

 

@P!x; t"
@t

# $
X2

i#1

@Ji!x!t"; t"
@xi

; (4)

where P!x; t" is the probability density to find the particle
at position x at time t and J # !J1; J2" the corresponding
probability current density with components

 Ji!x; t" # $
"

1

!i

@U!x"
@xi

% kBTi
!i

@
@xi

#
P!x; t": (5)

The Fokker-Planck equation (4) and (5) is complemented
by natural boundary conditions P!x; t"! 0 and Ji!x; t"!
0 for xi ! '1. Given P!x; t", the torque modulus M!t"
from (3) readily follows according to
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FIG. 1. Schematic sketch of various types of Brownian gyra-
tors acting as heat engines. The black dot represents the
Brownian particle, moving in the x1-x2 plane. The contour lines
indicate a typical parabolic potential (1) with principal axes y1

and y2. (a)–(c) illustrate different realizations of the two heat
baths. (a) Both heat baths act on the charged particle by way of
blackbody radiation at different temperatures T1 and T2, irradi-
ating along the x1 and x2 axes, respectively. The dissipation
mechanism is provided by radiation damping into the vacuum.
(b) ‘‘Electrical heat baths,’’ realized by two resistors at different
temperatures T1 and T2, coupled to the charged particle by
means of two plate condensers. Each of them transfers the
random voltage fluctuations of one resistor to the particle along
a preferential direction and gives rise to dissipation via the
resistor when the particle moves and hence induces a current
in the electrical circuit. Replacing the condenser plates by
Helmholtz coils gives rise to ‘‘magnetic baths’’ interacting
with, e.g., a paramagnetic particle [9]. Replacing the condenser
plates by piezo elements gives rise to ‘‘acoustomechanical’’
baths [14]. (c) Only one heat bath (with temperature T0) is of
the anisotropic type as in (a) and (b). The second heat bath (with
temperature T) consists of the usual fluid environment of the
Brownian particle.
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Brownian particle heat engine

Felliger and Reimann, PRL 2007
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FIG. 1: The Brownian Carnot engine. (A) Sketch of the experiment. A single particle is confined in an optical trap with
sti↵ness . The particle is subjected to an external random electric field that controls the temperature of the e↵ective thermal
bath T . Both  and T can be arbitrarily managed using custom designed signals to implement the cycle with the desired
duration. (B) Experimental protocol in the T �  plane, consisting of four processes: (1) Isothermal compression at T = Tc

(blue); (2) Adiabatic compression from T = Tc to T = Th (magenta); (3) Isothermal expansion at T = Th (red); (4) Adiabatic
expansion from Th to Tc (green). Solid lines are the prescribed experimental protocols, the black arrow indicating the direction
of the operation of the engine, while the output of our measurements is represented with symbols. Filled symbols are ensemble
averages over series of cycles of duration ⌧ = 200ms during ⌧

exp

= 50 s whereas open symbols correspond to ensemble averages
over series of ⌧ = 30ms cycles (corresponding to the engine operated at maximum power, see below) during ⌧

exp

= 50 s. In
both cases the temperature of the particle is measured from the mean square displacement, T

part

(t) = (t)hx2(t)i/k . (C)

Clapeyron diagram (conjugated force hx2i/2 vs controllable parameter ) of the engine obtained with the same durations of
cycle. The area within the cycle is equal to the mean work obtained during the cycle. (D) T–S diagram. The entropy change
is calculated as the di↵erence between the Shannon entropy of the full phase space (position and velocity) at any time t and
its value at the beginning of the cycle.

tion, the optical potential is harmonic and characterized
by the trap sti↵ness , U(x, t) = x(t)2/2. Here the
trap sti↵ness plays the role of the control parameter as
the volume of the piston does in classical thermodynamic
engines. The Hamiltonian or total energy of the particle
is H(x, p; ) = x2/2+p2/(2m), p = mẋ being the linear
momentum of the particle. The conjugated force for 
is F(t) ⌘ @H/@ = x2(t)/2, which is stochastic. As a
result, the work necessary to implement a change d in
the external parameter, °W (t) = F(t)d, and the heat
or energy transfer from the thermal bath to the parti-
cle, °Q(t) = dH(x(t), p(t)) � °W (t), are also fluctuating
quantities.

As in standard thermodynamics, we first character-
ize the equilibrium states. The phase space density is
⇢
eq

(x, p; , T ) ⌘ e��H(x,p;)/Z(, T ), with Z(, T ) ⌘R
dxdpe��H(x,p;), � = 1/(kT ), k being Boltzmann’s

constant. The equation of state reads hFi
eq

=
hx2i

eq

/2 = kT/(2) and the equation for the energy
E ⌘ hH(x, p; , T )i

eq

= kT , where the brackets de-
note average over ⇢

eq

(x, p; , T ). Next, we consider qua-
sistatic processes where the system is in equilibrium
at any stage of the process. In that case the aver-
age work is h°W i

eq

= kT/(2)d and the average heat
h°Qi

eq

= kdT �kT/(2)d. An adiabatic process is such
that h°Qi

eq

= 0 and therefore T (t)2/(t) = constant.
The adiabatic process can be equivalently defined as
the process where the Shannon entropy of the particle
S

eq

= �k
R

dx dp ⇢
eq

ln ⇢
eq

is constant.

We construct a Brownian Carnot engine with an opti-
cally trapped polystyrene particle of radius R = 500 nm
concatenating the following processes (Fig. 1A and B):
(1) Isothermal compression increasing  from 

0

= (2.0±
0.2) pN/µm to 

1

= (6.5 ± 0.2) pN/µm, at constant ki-

Martinez et al, arXiv:1412.1282

Q and W are stochastic, so is the efficiency.



Least Likeliness of Carnot efficiency
Verley et al., Nat. Commun. (2014)
Verley et al., PRE (2014)

Large deviation function for the efficiency J(⌘) = � lim
t!1

1

t
lnP (⌘)

⇣
P (⌘) ⇠ e�tJ(⌘)

⌘

a finite number of states 

time periodic protocol

UNIVERSAL THEORY OF EFFICIENCY FLUCTUATIONS PHYSICAL REVIEW E 90, 052145 (2014)

FIG. 1. (Color online) Typical contour lines of the LDF I (σ1,σ2).
The point C corresponds to the most probable value I (⟨σ1⟩,⟨σ2⟩) = 0.
A straight line through the origin with slope ηD touches the contour
line, whose I value equals J (ηD) (idem for point B sharing the
same J value). The maximum of J (η) corresponds to I value of
the contour crossing the origin J (η∗) = I (0,0) (blue long dashed
line), while J (∞) to that of the contour touching the σ2 axis in A
(red dash-dotted line).

This efficiency corresponds, as shown above, to the maximum
value of J (η), hence η∗ is the least-probable efficiency in
the sense of large deviations. For η ! η∗, the intersection
between the contour and the efficiency line moves from the
upper-right corner to the lower-left corner of the plane, and
the LDF decreases until its limiting value is reached for
η = +∞. Positive and negative infinite efficiencies share the
same contour line touching the vertical axis in A, with the
same limiting J (∞) value.

C. Least likely and reversible efficiency

We have shown that the least probable efficiency is given
by the slope in zero of the contour line crossing the origin.

FIG. 2. (Color online) Typical shape of the efficiency LDF J (η).
For steady-state machines or machines with time-symmetric driving
cycles, the shape is the same and the maximum is at the reversible
efficiency η∗ = η̄rev = 1. The horizontal asymptote corresponds to
point A of Fig. 1.

Along a contour line the total differential of I has to vanish:

dI = ∂I

∂σ1
dσ1 + ∂I

∂σ2
dσ2 = 0. (10)

Evaluating this equation at the origin one gets

η∗ = −dσ2

dσ1
= ∂I

∂σ1

(
∂I

∂σ2

)−1

, (11)

and similarly for the machine subjected to the time-reversed
driving cycle

η̂∗ = −dσ2

dσ1
= ∂ Î

∂σ1

(
∂ Î

∂σ2

)−1

, (12)

where η∗ and η̂∗ are defined by J (η∗) = I (0,0) and Ĵ (η̂∗) =
Î (0,0). Taking the partial derivative with respect to σ1 and σ2
of the fluctuation theorem Eq. (5) and evaluating it at vanishing
EPs leads to the following two equations:

∂I

∂σ1
+ ∂ Î

∂σ1
= −1,

∂I

∂σ2
+ ∂ Î

∂σ2
= −1. (13)

Therefore, the least probable efficiency of the machine
subjected to the time-reversed driving cycle is related to the
EPs LDF of the original machine by

η̂∗ =
(

1 + ∂I

∂σ1

)(
1 + ∂I

∂σ2

)−1

. (14)

For machines operating at steady state or subjected to
time-symmetric driving cycles, I (σ1,σ2) = Î (σ1,σ2) and from
Eq. (13), one recovers the result first derived in Ref. [11] stating
that the least probable efficiency is the reversible efficiency:
η∗ = η̂∗ = η̄rev = 1. However, if the machine works with non-
time-symmetric cyclic driving, the reversible efficiency is not
the least probable any more but remains a special point of the
LDF. Indeed, if we evaluate Eq. (5) in σ2 = −η̄revσ1 = −σ1,
we find that

I (σ1,−η̄revσ1) = Î (−σ1,η̄revσ1), (15)

which after minimization over σ1 implies that

J (η̄rev) = Ĵ (η̄rev). (16)

Hence, the efficiency LDF takes the same value at the
reversible efficiency for both the forward and the reversed
machine. The two LDFs will thus cross at this point. Fur-
thermore, using the fluctuation theorem Eq. (5), we find that
I (0,0) = Î (0,0). This implies that the maximum of the forward
and reversed efficiency LDF have the same value:

J (η∗) = Ĵ (η̂∗). (17)

These two central results, Eqs. (16) and (17), show that the
fluctuation theorem imposes strong universal constraints on
efficiency fluctuations as illustrated in Fig. 3.

D. Efficiency LDF from EPs cumulant generating function

We now propose a convenient way to calculate the
efficiency LDF directly using the EPs cumulant generating
function (CGF):

φ(γ1,γ2) = lim
t→∞

1
t

ln⟨eγ1&1+γ2&2⟩. (18)
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Linear Brownian Heat Engine

Efficiency Fluctuation in a Linear Heat Engine Model
Jong-Min Park1, and Jae Dong Noh1,

1Department of Physics, University of Seoul, Seoul 130-743, Korea

Introduction

𝑄1

𝑄2

𝑊

𝑄1 𝑡

• Microscopic heat engine

efficiency 𝜂 = 𝑊
𝑄1

Large deviation function (LDF) for 𝑝 𝜂 → 𝑝 𝜂 ~𝑒−𝑡𝐼 𝜂

• The unlikely Carnot efficiency

under the assumption

Method

Model

Results

Conclusion

“the probability distribution for the efficiency will develop an 
exponentially pronounced minimum at the Carnot efficiency 
as one monitors longer operation times.”

Verley et al, Nat. Commun. 5, 4721 (2014).
Verley et al, Phys. Rev. E 90, 052145 (2014).

𝑄1 = 𝑄2 +𝑊 + Δ𝐸 for 𝑡 ≫ 1

Is this feature valid generally
for systems with unbounded energy levels?

• The equation of motion

  𝑥 = −𝐅 ⋅  𝑥 +  𝜉

 𝑥 = 𝑥1
𝑥2 , 𝐅 = 𝐾 −𝜖

−𝛿 𝐾 ,  𝜉 = 𝜉1
ξ2with

𝜉𝑖 𝑡 = 0
𝜉𝑖 𝑡 𝜉𝑗 𝑡′ = 2𝑇𝑖𝛿𝑖𝑗𝛿 𝑡 − 𝑡′

𝑊 𝑡 =  
0

𝑡
𝑑𝑡′  𝑥𝑇 𝑡′ ⋅ 0 −𝜖

−𝛿 0 ⋅  𝑥 𝑡′

𝑄1 𝑡 =  
0

𝑡
𝑑𝑡′  𝑥1 𝑡′ 𝜉1 𝑡′ −  𝑥1 𝑡′

• Probability density function (pdf) 𝑝 𝑥1, 𝑥2, 𝑄1,𝑊

Fokker-Planck operator
𝜕
𝜕𝑡 𝑝 = ℒ𝑝

= −2  𝑦 ⋅ 𝐌 ⋅ 𝛻𝑦 + 𝛻𝑦 ⋅ 𝛻𝑦 + 𝜇 𝜆𝑄1, 𝜆𝑊
𝜕
𝜕𝑡

 𝒢 =  ℒ𝜆  𝒢

Fokker-Planck equation

ℒ = ℒ 𝑥1, 𝑥2, 𝜕𝑥1, 𝜕𝑥2, 𝜕𝑄1, 𝜕𝑊

 ℒ𝜆 = 𝑒𝑦𝑇⋅𝐉⋅𝑦ℒ𝜆𝑒−𝑦𝑇⋅𝐉⋅𝑦

𝑒𝜆𝑄1𝑄1+𝜆𝑊𝑊 ~ 𝑑𝑥𝑒−  𝑥𝑇⋅𝐃−1/2⋅𝐉⋅𝐃−1/2⋅  𝑥 𝑒𝜇 𝜆𝑄1,𝜆𝑊 𝑡

𝜙 𝜆𝑄1, 𝜆𝑊 ≡ lim𝑡→∞
1
𝑡 ln 𝑒𝜆𝑄1𝑄1+𝜆𝑊𝑊 =  𝜇 𝜆𝑄1, 𝜆𝑊 det 𝐉 > 0

∞ det 𝐉 ≤ 0

• Cumulant generating function for 𝑄1 and 𝑊

𝐼 𝜂 = −min𝜆 𝜙 −𝜂𝜆, 𝜆
• LDF for the efficiency

𝑓 𝜆 ≡ 𝜇 −𝜂𝜆, 𝜆

= 𝐾 − 𝐾2 + 𝑇1𝛿 − 𝑇2𝜖 2

4𝑇1𝑇2
− 𝑇1𝑇2 𝜖2 𝜂 −  𝜂 2 𝜆 − 𝑇1𝛿 − 𝑇2𝜖

2𝑇1𝑇2𝜖 𝜂 −  𝜂
2

• In the limit of 𝑡 → ∞

𝑊

𝑡

𝑝 𝜂

𝜂 𝜂

𝐼 𝜂

𝜂 𝜂 𝜂𝐶

 𝑥
𝑥1

𝑥2

1
2𝐾 𝑥12 + 𝑥22

𝑇2

𝑇1

• Work and heat

with the scaled coordinates  𝑦 = 𝐃−1/2 ⋅  𝑥

Modified generating function  𝒢 = 𝑒𝑦𝑇⋅𝐉⋅𝑦 𝑒𝜆𝑄1𝑄1+𝜆𝑊𝑊 𝑝

in the region 𝜆− 𝜂 < 𝜆 < 𝜆+ 𝜂 (coming from det 𝐉 > 0)

𝜆−

𝜂 ≪  𝜂

𝜆−

𝜂 <  𝜂 𝜂 =  𝜂

𝑇1
𝑇2

𝑥1
𝑥21

2𝐾𝑥
2 𝜂

𝐼𝜂

𝑇1 = 2
𝑇2 = 1
𝜖 = 0.5
𝛿 = 0.375
 𝜂 = 0.25
𝜂𝐶 = 0.5

• We introduce a heat engine model consisting of two particles 
which are coupled by a linear force.

• The Carnot efficiency is not least probable.

𝑓 𝜆

𝜆

𝑓 𝜆𝑓 𝜆

𝜆 𝜆

0

2

which is governed by following Langevin equations:

ẋ1 = v1,

ẋ2 = v2,

mv̇1 = −γv1 −Kx1 + ϵx2 + ξ1(t),

mv̇2 = −γv2 −Kx2 + δx1 + ξ2(t),

(1)

where xi and vi are displacement and velocity of i(=
1, 2)th particle, γ is a damping constant, K is a har-
monic coupling constant, and ξi(t) is random force
which is a zero-mean Gaussian thermal noise satisfying
⟨ξi(t)ξj(t′)⟩ = 2γkBTiδijδ(t− t′). We set the Boltzmann
contant kB unity hereafter. The forces ϵx2 and δx1 are
linear external forces which make individual motions of
two particles to be coupled. Dots above variables denote
time derivatives of them.
The equations (1) can be also interpretated by a equa-

tion of motion of single particle in two dimensions with
position x = (x1, x2) and velocity v = (v1, v2). In this
interpretation, the single particle is acted on by a con-
servative force Fc = −Kx and a non-conservative force
Fnc = (ϵx2, δx1) which are not derivable from a potential
function. Two directional motions, i.e., x1-axis and x2-
axis directions, are affected independently by two ther-
mal noises of temperatures T1 and T2. Work against con-
servative force changes only internal energy of the system,
which vanishes on average at steady state, and only work
against non-conservative force can be extracted.
Tuning ϵ and δ appropriately, the system can absorb

heat from hotter bath and work against the external
forces. Thus it can be operated as a heat engine. Like-
wise, the system can also be a heat pump or a refrigera-
tor. We shall see the condition to be a heat engine and so
on later. From now on, we assume T1 > T2 without loss
of generality. According to the stochastic thermodynam-
ics, the heat absorbed by particle 1 from the heat bath 1
and the work done by system against the external forces
during infinitisimal time interval [t, t + dt] are denfined
by [35]

d̄Q1(t) = v1(t) ◦ {−γv1(t)dt+ dX1(t)} ,
d̄W (t) = − {ϵv1(t)x2(t) + δx1(t)v2(t)} dt,

(2)

where dXi(t) ≡
∫ t+dt
t dt′ξi(t′) is a Gaussian random

variable satisfying ⟨dXi(t)⟩ = 0 and ⟨dXi(t)dXj(t)⟩ =
2γTiδijdt. The notation “ ◦ ” denotes Stratonovich prod-
uct and all integrations involving it have to abide by the
rule of Stratonovich integration [36, 37].
Energy conservation reads dE(t) = d̄Q1(t) + d̄Q2(t) −

d̄W (t) where dE(t) is internal energy change of the sys-
tem and d̄Q2(t) = v2(t) ◦ {−γv2(t)dt + dX2(t)} is the
heat absorbed by particle 2 from the heat bath 2. In
steady state, ⟨dE/dt⟩s = 0 and only two parameters
q ≡ ⟨d̄Q1/dt⟩s and w ≡ ⟨d̄W/dt⟩s are thermodynamically
relevant. ⟨·⟩s denotes the steady state ensemble average.
From the definition of the Stratonovich product, ⟨v1(t) ◦
dX1(t)⟩ = ⟨v1(t)dX1(t)⟩ + 1

2 ⟨
∫ t+dt
t dt′v̇1(t′)dX1(t)⟩ =

γT1

m . Thus the average rates of heat absorption and work
done in the steady state are

q =
2γ

m

(
T1

2
−

1

2
m

〈
v21
〉
s

)
,

w = −ϵ ⟨v1x2⟩s − δ ⟨x1v2⟩s .
(3)

Though our consideration focuses on the steady state,
the expression of the heat flux in (3) is valid also in a
transient state [32, 34, 38, 39].

III. BROWNIAN HEAT ENGINE

The heat and work in (3) involve the second moments
of displacements and velocities. Since the Langevin
equations (1) are linear equations of four variables
{x1, x2, v1, v2}, the second moments can be easily ob-
tained. In fact, the system belongs to the class of the mul-
tivariate Ornstein-Uhlenbeck process. Following stan-
dard procedures [36, 37], the covariance matrix Σ can
be obtained as

Σ =

⎛

⎜⎝

⟨x2
1⟩s ⟨x1x2⟩s ⟨x1v1⟩s ⟨x1v2⟩s

⟨x2
2⟩s ⟨x2v1⟩s ⟨x2v2⟩s

⟨v21⟩s ⟨v1v2⟩s
⟨v22⟩s

⎞

⎟⎠

=

⎛

⎜⎜⎝

1
δ

(
Kψ + γ2φ

)
ψ 0 γφ

1
ϵ

(
Kψ − γ2φ

)
−γφ 0

T1

m − ϵφ 0
T2

m + δφ

⎞

⎟⎟⎠

(4)
with ψ = δT1+ϵT2

2(K2−ϵδ) and φ = δT1−ϵT2

2(γ2K+mϵδ) . Since effects
of the initial condition are supposed to be fade away in

the steady state, a stability condition − γ2K
m < ϵδ < K is

required. Lower triangular components of the symmetric
matrix Σ are omitted in (4). From (3) and (4), the av-
erage rates of heat absorption and work done are given
by

q = γϵφ =
γϵ(δT1 − ϵT2)

2(γ2K +mϵδ)

w = γ(ϵ− δ)φ =
γ(ϵ− δ)(δT1 − ϵT2)

2(γ2K +mϵδ)
.

(5)

As tuning the control parameters ϵ and δ, signs of q and
w are changed. If q > 0 and w > 0, the system operates
as a heat engine which absorbs heat from hotter bath
and work against the external forces. The performance of
heat engine is characterized by the efficiency η = q/w =
1−δ/ϵ. If q < 0, w < 0 and q−w < 0, the system operates
as a heat pump or a refrigerator which gets work done
by external forces and transfers heat from colder bath to
hotter bath. The only difference between heat pump and

conserved force non-conserved force

Ornstein-Uhlenbeck process
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ABSTRACT 

We consider a coupled two-particle Langevin system as a heat engine. Each particle is respectively in contact with a heat bath at different
temperatures and they are acted on by external driving forces. By tuning the external forces, the system can absorb heat from the hotter heat bath and
work against the external force, hence the system can be regarded as an autonomous heat engine in steady state. For the case of the linear force, the
exact form of the power and the efficiency in steady state are obtained analytically. Under a suitable condition, the efficiency at maximum power of this
model is given by , which is called Curzon-Ahlborn efficiency. It has been understood that the Curzon-Ahlborn efficiency requires endoreversible
condition. Our study shows that the Curzon-Ahlborn efficiency at maximum power can be reproduced without the endoreversible condition.

Introduction : Thermodynamics

Curzon-Ahlborn Efficiency

Summary

Model

Brownian Heat Engine

Efficiency at Maximum Power of a Brownian Heat Engine 
without Endoreversible Condition
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We study coupled Brownian particles system analytically. The system can
operate as a heat engine or a refrigerator when appropriate external force acts
on it. The Brownian heat engine can reproduce the Curzon-Ahlborn efficiency
without endoreversible condition.
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Efficiency at Maximum Power

✏
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The model exhibits the Curzon-Ahlborn EMP without endoreversibility.
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Condition for CA
entropy loss of the hot reservoir y = q/T1

entropy gain of the cold reservoir x = q2/T2

⇒ parametric equation y = F (x)

power gain w = q � q2 = T1y � T2x y = (T2/T1)x+ w/T1⇒ constant-w line : 
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Efficiency fluctuations

over-damped limit

probability distribution for W in linear systems [Kwon, Noh, Park (2011,2013)]

joint distribution for Q and W in linear systems [Noh (2014)]
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Efficiency fluctuation

4

and are driven by a time-symmetric protocol. The fi-
nite number of states indicates that the energy fluctua-
tions are stricted bounded. Our engine is driven by the
constant, hence time-symmetic, protocol. However, the
phase space and the energy is unbounded. We will exam-
ine whether the general statement of Refs. [40, 41] also
holds for time-symmetric engines with unbounded energy
fluctuations.
For simplicity, we consider the over-damped dynamics

of the model. Hereafter, the time will be rescaled so that
the damping coefficient is taken to be unity. Then, the
equations of motion for the position vector x = (x1, x2)t

are written as ẋ = f + ξ with the force f = (f1, f2)t =
−F ·x and the thermal noise ξ = (ξ1, ξ2)t. Our task is to
find the probability distribution Pt(η) for the stochastic
efficiency η = W/Q where Q is the heat absorbed from
the hotter reservoir and W is the work done against the
nonconservative force fnc = (fnc,1, fnc,2)t = −Fnc · x up
to time t. The long time behavior is described by the
large deviation function (LDF)

L(η) ≡ − lim
t→∞

1

t
lnPt(η) (7)

In order to find L(η), one needs to obtain the joint
probability distribution p(Q,W ; t). It is accessible by
considering the time evolution of the probability dis-
tribution p(y; t) for the four-component vector y =
(x1, x2, Q,W )t. This method was introduced for the heat
distribution of a one-dimensional Brownian particle [42].
We extend the method to calculate the joint distribution
for Q and W .

It is convenient to introduce the generating function

Gt(x1, x2,λQ,λW ) ≡
∫

dQdWe−λQQ−λWW p(y; t). (8)

After a lengthy algebra, we find that

Gt ∝ exp

[
−
1

2
xt · D−1/2

JD
−1/2x+ µ(λQ,λW )t

]
(9)

in the large t limit, where

µ(λQ,λW ) = K −
√
K2 − ϵ(ϵT2 − δT1)(λQ + η̄λW )− ϵ2T1T2(λQ + η̄λW )2 (10)

and J = J(λQ,λW ) is a 2 × 2 matrix. Here, η̄ =
⟨W ⟩/⟨Q⟩ = 1−δ/ϵ is the mean efficiency. The derivation
and the exact expression for J are presented in Appendix.
Integration of Gt(x1, x2,λQ,λW ) over x1 and x2

leads to the reduced generating function G̃t(λQ,λW )
for the moments of Q and W . Note that the in-
tegration does not introduce additional t-dependent
term. It only yields the stability condition. Therefore,
the cumulant generating function (CGF) φ(λQ,λW ) =
limt→∞

1
t ln G̃t(λQ,λW ) [41] is given by

φ(λQ,λW ) = µ(λQ,λW )χJ(λQ,λW ) (11)

with the characteristic function χJ(λQ,λW ) that is equal
to unity if the matrix J(λQ,λW ) is positive-definite and
infinity otherwise.
We will then derive the expression for L(η) by using

the relation

L(η) = −min
λ
φ(−ηλ,λ) (12)

which was derived in Ref. [41]. Note that µ(λQ,λW ) in
(10) depends on λQ and λW through a single parameter
Λ = λQ + η̄λW . It takes the minimum value, denoted by
µm < 0, at

Λm =
δT1 − ϵT2

2ϵT1T2
=
ηC − η̄

2T2
(13)

and increases as Λ deviates from Λm. These properties
enable us to construct L(η) easily.

λW

Λ = Λ m

λQ

Λ=0

A
B

C D

O

FIG. 2. a

The schematic plot in Fig. 2 illustrates how L(η) is
evaluated. The closed curve denotes the boundary of
the region with χJ = 1. The function µ(λQ,λW ) is con-
stant along the straight lines of slope −1/η̄ with con-
stant Λ = λQ + η̄λW . Among them, the special lines
with Λ = 0 (µ = 0) and Λ = Λm (µ = µm) are drawn
with dashed lines. Their intersections with the bound-
ary are marked with A, B, C, and D. To a given value
of η, L(η) is determined from the minimum value of
φ(λQ,λW ) along the straght line with λW = −η−1λQ (see
(12)). Depending on the range of η, the minimum is

G̃(�Q,�W ) ⇠ e�t�(�Q,�W )

cumulant generating function �(�Q,�W )

: function of a single parameter ⇤ = �Q + ⌘̄�W

: bounded by the branch cut

large deviation function for the efficiency J(⌘) = � lim
t!1

1

t
lnP (⌘)

⇣
P (⌘) ⇠ e�tJ(⌘)

⌘

J(⌘) = �min
�

�(�⌘�,�)

Verley et al PRE(2014)



Large deviation function
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FIG. 3. a

achieved at different locations. When −∞ < η < ηL
or ηR < η < ∞, φ is minimum at the intersections
of λW = −η−1λQ (dotted lines) and Λ = Λm. Hence,
L(−∞ < η ≤ ηL) = L(ηR ≤ η < ∞) = −µm, where ηL
and ηR are determined from the slope of OA and OD, re-
spectively. When ηL ≤ η < η̄, the minimum occurs along
the segment between A and B so that L(η) increases from
zero to −µm as η decreases. Lastly, when η̄ ≤ η < ηR,
the minimum occurs along the segment between C and D
so that L(η) increases from zero to −µm as η increases.
The LDF thus obtained is plotted in Fig. 3. The pa-

rameter values are K = 1, T1 = 2, T2 = 1, ϵ = 1/2,
and δ = 3/8. It takes the minimum value L(η̄) = 0
at the mean efficiency η̄ = 1 − δ/ϵ = 1/4. The LDF
increases as η moves away from η̄ with the cusp singu-
larity. It is originated from the fact that the arc between
A and B is involved for η ! η̄ while the arc between
C and D for η " η̄. Note that the Carnot efficiency
ηC = 1 − T2/T1 = 1/2 > ηR and the LDF is flat. This
result demonstrates that the claim that the Carnot effi-
ciency is least likely is not valid in our system.
The least likelyness of the Carnot efficiency was

shown for systems with a finite number of microscopic
states [40, 41]. Such a restriction allows one to make
use of two important approximations. When the en-
gine operates, the total entropy production is given by
∆Stot = −Q1

T1
− Q2

T2
+ ∆Ssys with the system entropy

change∆Ssys. Characteristic values of the first two terms
grow linearly in time. On the other hand, |∆Ssys| is
bounded by lnn with the number of microscopic state n,
hence ignored in the large t limit. The energy conserva-
tion imposes that ∆E = Q1 + Q2 −W . Unlike Q1, Q2,
and W that grow linerly in time, the energy flucutation
∆E is strictly bounded. Thus, Q2 ≃ −Q1 +W and the
entropy production is given by ∆Stot ≃ ηC

T2
Q1 − W/T 2

in the large t limit.

Using (2), we write the stochastic differential equation
for y as

ẏ = d+ N · ζ, (14)
where the drift vector d and the (4 × 2) noise matrix N

are given by

d =

⎛

⎜⎝

f1
f2
−f2

1
−f t · fnc

⎞

⎟⎠ ,N =

⎛

⎜⎜⎝

√
2T1 0
0

√
2T2

−
√
2T1f1 0

−
√
2T1fnc,1 −

√
2T2fnc,2

⎞

⎟⎟⎠ .

(15)
The components of the noise vector ζ(t) = (ζ1(t), ζ2(t))t

are independent Gaussian random variables of zero mean
and unit variance.
The differential equations are nonlinear and involve the

multiplicative noises implemented with the Stratonovich
interpretation. Using the standard recipe [36], one can
derive the Fokker-Planck equation for p(y; t):

∂p

∂t
= Lp (16)

where

L = −∇ · d +
1

2
(∇t · N) · (∇t · N)t (17)

is the Fokker-Planck operator with a differential operator

∇ =
(

∂
∂x1

, ∂
∂x2

, ∂
∂Q , ∂

∂W

)t
. It is convenient to introduce

the generating function

G(x1, x2,λQ,λW ; t) ≡
〈
e−λQQ−λWW

〉
Q,W

(18)

where ⟨(· · · )⟩Q,W ≡
∫
dQdW (· · · )p(x1, x2, Q,W ; t). Af-

ter a lengthy algebra, we found that the generating func-
tion in the large t limit becomes

G(x1, x2,λQ,λW ) = e (19)

Then, the time evolution operator L̃ for G is obtained
by replacing ∂/∂Q and ∂/∂W in L with λQ and λW ,
respectively. The resulting operator is bilinear in x and

the gradient operation ∇x =
(

∂
∂x1

, ∂
∂x2

)t
.

VI. CONCLUDING REMARKS

7. Concluding remarks
- 7.1 Summary
- 7.2 Stochastic efficiency
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1957).

[2] I. I. Novikov, J. Nuclear Energy II 7, 125 (1958).

UNIVERSAL THEORY OF EFFICIENCY FLUCTUATIONS PHYSICAL REVIEW E 90, 052145 (2014)

FIG. 1. (Color online) Typical contour lines of the LDF I (σ1,σ2).
The point C corresponds to the most probable value I (⟨σ1⟩,⟨σ2⟩) = 0.
A straight line through the origin with slope ηD touches the contour
line, whose I value equals J (ηD) (idem for point B sharing the
same J value). The maximum of J (η) corresponds to I value of
the contour crossing the origin J (η∗) = I (0,0) (blue long dashed
line), while J (∞) to that of the contour touching the σ2 axis in A
(red dash-dotted line).

This efficiency corresponds, as shown above, to the maximum
value of J (η), hence η∗ is the least-probable efficiency in
the sense of large deviations. For η ! η∗, the intersection
between the contour and the efficiency line moves from the
upper-right corner to the lower-left corner of the plane, and
the LDF decreases until its limiting value is reached for
η = +∞. Positive and negative infinite efficiencies share the
same contour line touching the vertical axis in A, with the
same limiting J (∞) value.

C. Least likely and reversible efficiency

We have shown that the least probable efficiency is given
by the slope in zero of the contour line crossing the origin.

FIG. 2. (Color online) Typical shape of the efficiency LDF J (η).
For steady-state machines or machines with time-symmetric driving
cycles, the shape is the same and the maximum is at the reversible
efficiency η∗ = η̄rev = 1. The horizontal asymptote corresponds to
point A of Fig. 1.

Along a contour line the total differential of I has to vanish:

dI = ∂I

∂σ1
dσ1 + ∂I

∂σ2
dσ2 = 0. (10)

Evaluating this equation at the origin one gets

η∗ = −dσ2

dσ1
= ∂I

∂σ1

(
∂I

∂σ2

)−1

, (11)

and similarly for the machine subjected to the time-reversed
driving cycle

η̂∗ = −dσ2

dσ1
= ∂ Î

∂σ1

(
∂ Î

∂σ2

)−1

, (12)

where η∗ and η̂∗ are defined by J (η∗) = I (0,0) and Ĵ (η̂∗) =
Î (0,0). Taking the partial derivative with respect to σ1 and σ2
of the fluctuation theorem Eq. (5) and evaluating it at vanishing
EPs leads to the following two equations:

∂I

∂σ1
+ ∂ Î

∂σ1
= −1,

∂I

∂σ2
+ ∂ Î

∂σ2
= −1. (13)

Therefore, the least probable efficiency of the machine
subjected to the time-reversed driving cycle is related to the
EPs LDF of the original machine by

η̂∗ =
(

1 + ∂I

∂σ1

)(
1 + ∂I

∂σ2

)−1

. (14)

For machines operating at steady state or subjected to
time-symmetric driving cycles, I (σ1,σ2) = Î (σ1,σ2) and from
Eq. (13), one recovers the result first derived in Ref. [11] stating
that the least probable efficiency is the reversible efficiency:
η∗ = η̂∗ = η̄rev = 1. However, if the machine works with non-
time-symmetric cyclic driving, the reversible efficiency is not
the least probable any more but remains a special point of the
LDF. Indeed, if we evaluate Eq. (5) in σ2 = −η̄revσ1 = −σ1,
we find that

I (σ1,−η̄revσ1) = Î (−σ1,η̄revσ1), (15)

which after minimization over σ1 implies that

J (η̄rev) = Ĵ (η̄rev). (16)

Hence, the efficiency LDF takes the same value at the
reversible efficiency for both the forward and the reversed
machine. The two LDFs will thus cross at this point. Fur-
thermore, using the fluctuation theorem Eq. (5), we find that
I (0,0) = Î (0,0). This implies that the maximum of the forward
and reversed efficiency LDF have the same value:

J (η∗) = Ĵ (η̂∗). (17)

These two central results, Eqs. (16) and (17), show that the
fluctuation theorem imposes strong universal constraints on
efficiency fluctuations as illustrated in Fig. 3.

D. Efficiency LDF from EPs cumulant generating function

We now propose a convenient way to calculate the
efficiency LDF directly using the EPs cumulant generating
function (CGF):

φ(γ1,γ2) = lim
t→∞

1
t

ln⟨eγ1&1+γ2&2⟩. (18)
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flat distribution
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Energy fluctuations
entropy production �S
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Summary

From the analytically solvable linear heat engine model,

the Curzon-Ahlborn efficiency is achieved without endoreversibility.

the least likeliness of the Carnot efficiency is not the case for systems 
with unbounded energy spectrum.


