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From single to many: Anderson to Many-Body Localization
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random potential ℋ = ∑
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From single to many: Anderson to Many-Body Localization
Many interacting 

particles in a 
random potential
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ANDERSON   INSULATOR
?

Localization can survive interactions : 
Many-Body Localized (MBL) phase &  

Ergodic to MBL phase transition
Basko, Aleiner, Altshuler (2006)

Gornyi, Mirlin, Polyakov (2005) 

Pal, Huse (2010) 

Intuition: Interactions 
favour delocalisation / 

thermalization



Minimal Spin-chain model for MBL
Interacting electrons 

 in 1d
quantum tuneling

short-range
interaction

random 
potential

H = ∑
i

[t (c†
i ci+1 + hc) + Vnini+1 + ϵini] Only existing symmetry 

(neither needed nor impeding for 
MBL) : 

Particle number conservation

Eq. : XXZ spin chain 
in random field

Total magnetization Sz 
conservation

H = ∑
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spin-flip Ising interaction random

magnetic 
field

Δ = V

Special case : Random-field Heisenberg spin chain Δ = 1 hi ∈ [−h, h]
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Ergodic, Thermal states

Eigenstates look all the same (~ Random Matrix Theory)

•  Expect two family of eigensstates

Eigenstates all different (do not “speak” to each 
other), behave as ground-states

Many-Body Localized states

Disorder h



Specs of Many-Body Localization 

1. Spectral statistics
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Many-body 
spectrum

 Ratio of consecutive gaps

r = min (sn, sn+1)/max (sn, sn+1)
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Figure 2. Adjacent gap ratio (top) and Kullback Leibler di-
vergence (bottom) as a function of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical disorder strength hc and exponent ⌫. The
h axis is transformed by (h� hc)L

1/⌫ , (bottom) distribution
of KLd in both phases.

least 50 eigenpairs with energy densities closest to the
targets ✏ = {0.05, 0.1, . . . 0.95}. Note that this is a much
more demanding computational task than for the Ander-
son problem, as the number of o↵-diagonal elements of H
scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated be-
tween 50 and 250 samples). For each ✏, observables are
calculated from the corresponding eigenvectors and av-
eraged over target packets and disorder realizations for
each value of the disorder strength h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [51] to bin quantities over all eigenstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
error bars. Investigating numerous quantities allows to
check the consistency of our analysis and conclusions.

Results and finite size scaling analysis— We discuss the
transition between GOE and Poisson statistics, first us-
ing the consecutive gap ratio r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing around hc ⇠ 3.7 between the two
limiting values. This crossing can be analyzed using a
scaling form g[L1/⌫(h � hc)] which allows a collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).

The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ✏ and av-
eraged over disordered samples, also displays a cross-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse

is very di�cult to achieve for KL due to a large drift
of the crossing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase
(at h = 1) around the GOE mean value of 2 with a vari-
ance decreasing with L provides strong evidence that the
statistical behavior of the eigenstates is well described
by GOE, extending its applicability beyond simple level
statistics. In the MBL regime (h = 4.8), the behavior is
completely di↵erent as variance and mean both increase
with L.
We now turn to the entanglement entropy for a real

space bipartition at L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a change in the EE scalings from volume law S

E
/L !

constant for h < hc to area-law with S
E
/L ! 0 for

h > hc. Assuming a volume law scaling at the criti-
cal point [58], we perform a collapse of SE

/L to the form
g[L1/⌫(h�hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder hc and exponent ⌫ consistent with
other results (see Sup. Mat.). Furthermore, as recently
argued [32], the standard deviation of the entanglement
entropy displays a maximum at the MBL transition. A
scaling collapse of the form �E = (L� c)g[L1/⌫(h� hc)]

Figure 3. Entanglement entropy per site SE/L and its vari-
ance �E , as a function of system size L for di↵erent disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
SE/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [57]. Close to the transition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
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h

Ergodic MBL
 Level spacings sn = En � En�1
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Random matrix statistics

Poisson statistics

Luitz et al. (2015)



Specs of Many-Body Localization 

1. Spectral statistics
Ergodic MBL2. Entanglement : Volume vs. Area law

We note that a recent work [29] studies the coefficient
of the volume law for the EE of subsystems with size
LA ∼ L=4 and has results both consistent with and com-
plementary to our work. Reference [29] finds probability
distributions of the entanglement that look increasingly
bimodal at the transition; we comment on how their results,
together with our observed discontinuities, suggest that
the MBL-to-ETH transition may be some sort of hybrid
between continuous and discontinuous phase transitions.
In the remainder of the paper, we introduce and bench-

mark the model used in our analysis (Sec. II). We then
present our numerical data for SA in Sec. III A and show
that it looks strongly subthermal in the quantum critical
region. This is followed by a finite-size scaling analysis for
SA in Sec. III B, together with a comparison to Grover’s
results. In Sec. IV, we study the variance of the half-chain
EE and parse the contributions coming from fluctuations
across samples, eigenstates, and spatial cuts. In Sec. V, we
sketch a picture of the transition consistent with our
observations, and we end with a summary and outlook
in Sec. VI.

II. THE MODEL

We study a spin-1=2 Heisenberg chain with random z
fields and nearest and next-nearest neighbor interactions:

H ¼ J
XL−1

i¼1

½ðSxi Sxiþ1 þ Syi S
y
iþ1Þ þ SziS

z
iþ1& þ

XL

i¼1

hiS
z
i

þ J0
XL−2

i¼1

ðSxi Sxiþ2 þ Syi S
y
iþ2Þ; ð1Þ

where Sfx=y=zgi are spin-1=2 degrees of freedom on site i,
J ¼ J0 ¼ 1, and the fields hi are drawn uniformly and
independently from ½−W;W&. This model is MBL for large
disorder strength W > Wc ≥ 7. We present the estimate of
Wc as a lower bound since, as usual, we do not observe a
crossover on the MBL side of the transition.
Note that this model with J0 ¼ 0 is a “canonical” model

used in manyMBL studies with a criticalWc ≥ 3.5 [25,27].
We found it prudent to add the next-nearest neighbor term
to break the integrability of the canonical model in the limit
W → 0. Since our goal is to discriminate between thermal
and subthermal scaling for the critical EE, it helps to have
the MBL phase abut a strongly thermalizing phase. In the
canonical model, the EE does not reach the thermal value
until relatively deep in the delocalized phase (for numeri-
cally accessible system sizes), thus making it problematic
to draw meaningful conclusions about an observed sub-
thermal critical EE. Because it is not integrable at W ¼ 0,
our model thermalizes more completely within the thermal
phase for the smallest system sizes in our study.
Figure 2 benchmarks the location of the transition in

Eq. (1) using the half-chain entanglement entropy S and the

level statistics ratio r. Figure 2(a) shows S divided by
ST ¼ 0.5ðL − log2 eÞ bits, which is the Page [30] value for
a random pure state. The data are averaged over 2000 − 105

disorder realizations depending on L. Within each sample,
the data are further averaged over the 100 eigenstates
closest to the center of the band in the Sztot ¼ 0 sector (or a
quarter of that sector’s Hilbert space for small system
sizes). Unless otherwise mentioned, these parameters apply
to all our numerical results. Note that S=ST as a function of
W approaches a step function with increasing L, going
from zero in the MBL phase with area-law entanglement to
one in the thermal phase.
Figure 2(b) shows the level statistics ratio r≡minfΔn;

Δnþ1g=maxfΔn;Δnþ1g, where Δn ¼ En − Enþ1 is the
spacing between eigenenergy levels. This ratio is a sensitive
test of the level repulsion in a system: It approaches the
Gaussian orthogonal ensemble (GOE) value r ≅ 0.53 in
the thermal phase and the Poisson value r ≅ 0.39 in the
localized phase. Figure 2(b) shows that the system looks
nicely thermal at smallW and localized at largeW, with the
location of the crossing drifting towards larger W with
increasing L, as is typical.

(a)

L = 10
L = 12
L = 14
L = 16
L = 18

(b)

FIG. 2. (a) Disorder-averaged half-chain entanglement entropy
divided by the Page value ST for a random pure state as a function
of W and L. Note that S=ST approaches a step function at the
transition going from zero in the MBL phase with area-law
entanglement to one in the thermal phase. (b) Disorder-averaged
level statistics ratio r̄, which obeys a GOE distribution in the
thermal phase and a Poisson distribution in the localized phase,
respectively.
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the other side quantum correlations persist indefinitely. Hence the MBL
transition sets a sharp boundary between a macroscopic world showing
quantum phenomena and one governed by classical physics.

While Anderson localization of non-interacting particles has been
experimentally observed in a variety of systems, including light scat-
tering from semiconductor powders in 3D [25], photonic lattices in 1D
[26] and 2D [27] and cold atoms in 1D and 3D random [28, 29, 30]
and quasi-random [31] disorder, the interacting case has proven more
elusive. Initial experiments with interacting systems have focused on
the superfluid [32, 33] or metal [34] to insulator transition in the ground
state. Evidence for inhibited macroscopic mass transport was reported
even at elevated temperatures [34], but is hard to distinguish from ex-
ponentially slow motion expected from conventional activated transport
or effects stemming from the inhomogeneity of the cloud. Until now
conclusive experimental evidence for many-body localization at finite
energy density has thus been lacking.

In this paper we report the first experimental observation of ergod-
icity breaking due to many-body localization. Our experiments are
performed in a one-dimensional system of ultracold fermions in a bi-
chromatic, quasi-randomly disordered lattice potential. We identify the
many-body localized phase by monitoring the time evolution of local
observables following a quench of system parameters. Specifically,
we prepare a high-energy initial state with strong charge density wave
(CDW) order (as shown in Fig. 1A) and measure the relaxation of this
charge density wave in the ensuing unitary evolution. Our main observ-
able is the imbalance I between the respective atom numbers on even
(Ne) and odd (No) sites

I =
Ne �No

Ne +No

, (1)

which directly measures the CDW order. While the initial CDW (I &
0.9) will quickly relax to zero in the thermalizing case, this is not true in
a localized system, where ergodicity is broken and the system cannot act
as its own heat bath (Fig. 1B) [35]. Intuitively, if the system is strongly
localized, all particles will stay close to their original positions during
time evolution, thus only smearing out the CDW a little. A longer local-
ization length ⇠ corresponds to more extended states and will lead to a
lower steady state value of the CDW. The long-time stationary value thus
effectively serves as an order parameter of the MBL phase and allows us
to map the phase boundary between the ergodic and non-ergodic phases
in the parameter space of interaction versus disorder strength. In par-
ticular, in the non-interacting system the CDW vanishes asymptotically
as / 1/⇠2 [36]. In contrast to previous experiments, which studied the
effect of disorder on the global expansion dynamics [28, 31, 32, 34, 33],
the CDW order parameter acts as a purely local probe, directly capturing
the ergodicity breaking.

Our system can be described by the one-dimensional fermionic
Aubry-André model [37] with interactions [35], given by the Hamil-
tonian

Ĥ =� J

X

i,�

⇣
ĉ
†

i,�
ĉi+1,� + h.c.

⌘

+�
X

i,�

cos(2⇡�i+ �)ĉ†
i,�

ĉi,� + U

X

i

n̂i,"n̂i,#.

(2)

Here, J is the tunneling matrix element between neighboring lattice sites
and ĉ

†

i,�
(ĉi,�) denotes the creation (annihilation) operator for a fermion

in spin state � 2 {", #} on site i. The second term describes the quasi-
random disorder, i.e. the shift of the on-site energy due to an additional
incommensurate lattice, characterized by the ratio of lattice periodicities

�, disorder strength � and phase offset �. Lastly, U represents the on-
site interaction energy and n̂i,� = ĉ

†

i,�
ĉi,� is the local number operator

(see Fig. 1C).

U/J=4.7(1)
U/J=10.3(1),   
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Figure 2: Time evolution of an initial charge-density wave. A charge den-
sity wave, consisting of fermionic atoms occupying only even sites, is allowed
to evolve in a lattice with an additional quasi-random disorder potential. After
variable times the imbalance I between atoms on odd and even sites is measured.
Experimental time traces (circles) and DMRG calculations for a single homoge-
neous tube (lines) are shown for various disorder strengths �. Each experimental
datapoint denotes the average of six different realizations of the disorder potential
and the error bars show the standard deviation of the mean. The shaded region
indicates the time window used to characterise the stationary imbalance in the
rest of the analysis.
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Figure 3: Stationary values of the imbalance I as a function of disorder �

for non-interacting atoms. The Aubry-André transition is at �/J = 2. Circles
show the experimental data, along with Exact Diagonalization (ED) calculations
with (red line) and without (grey line) trap effects. Each experimental data point
is the average of three different evolution times (13.7⌧ , 17.1⌧ and 20.5⌧ ) and
four different disorder phases �, for a total of 12 individual measurements per
point. To avoid any interaction effects, only a single spin component was used.
The ED calculations are averaged over similar evolutions times to the experiment
and 12 different phase realizations. Error bars show the standard deviation of the
mean.

This quasi-random model is special in that, for almost all irrational
� [36], all single particle states become localized at the same critical
disorder strength �/J = 2 [37]. For larger disorder strengths the lo-
calization length decreases monotonically. Such a transition was indeed

2
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‣Numerics:
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No Memory 

converges to thermal ensemble

by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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Figure 1. Disorder averaged time evolution of the entangle-
ment entropy S(t) [panels a) and b)] for the half-system in
an open chain and spin density imbalance I(t) [panels c) and
d)], all measured after a quench from a random initial product
(unentangled) state having an average energy in the middle
of the spectrum. Left panels show the behavior in the er-
godic ETH phase, where the entanglement entropy grows as
a powerlaw / t1/z until saturation and the imbalance de-
cays algebraically / t�⇣ at intermediate times (ED results
for L = 28 sites). Right panels display the dynamical be-
havior in the MBL phase, where the entanglement entropy
grows logarithmically in time and the imbalance saturates at
a nonzero constant (ED results for L = 20 sites). Here, we
have averaged over 103 disorder configurations.

MBL regime, we recover the slow logarithmic growth of
entanglement, while the memory of initial spin density
imbalance remains even after long times. Fig. 1 shows
an overview of both ETH and MBL regimes for the time
evolution of entanglement and imbalance obtained using
Krylov space time evolution with L = 20 sites in the
MBL regime and L = 28 in the ETH phase where larger
systems are required to capture the slow dynamics.
The power-law regimes with varying exponents can be
observed as straight lines in the log-log panels for the
ETH phase. These exact results (see below for more
details) are obtained for initially unentangled product
states filtered such that their energy is in the middle
of the many-body spectrum where the critical disorder
strength is hc ' 3.7 [18].

Time evolution after a quench— We consider a global
quench protocol, where we follow the time-evolution of
an initial product state | (0)i = |�1, . . . ,�Li given by
the z projections �i under Hamiltonian dynamics

| (t)i = e�iHt
| (0)i. (2)

Studying the dynamics at any arbitrary time by

fully diagonalizing H is restricted to small system sizes,
typically L = 16 for Eq. (1). Time evolution using
variational approaches based on matrix-product states
formalism [32, 33] are particularly successful in cases
where the entanglement entropy remains small, e.g. in
the MBL phase, but rapidly break down in the ergodic
phase due to the fast entanglement growth (see below).
In order to address the ETH regime, we take advantage
of the algorithm first proposed in Ref. 29 which is based
on a projection of the Hamiltonian to the Krylov space
K = span (| 0i, H| 0i, . . . Hn

| 0i) using the Lanczos
algorithm and calculation of the (small) matrix expo-
nential in the orthonormal Krylov space basis. Here, we
use the implementation of the SLEPc package [34] which
calculates the matrix exponential in the Krylov basis by
a simple eigendecomposition. We are able to reach large
system sizes for any disorder strength (up to L = 28
sites) in the intermediate time regime (up to t ' 102

for the largest systems) before the entanglement entropy
saturates due to finite-system sizes. As we previously
showed [18] that the critical disorder strength hc of the
MBL transition depends on the energy of eigenstates, it
is crucial to specify the energy of the initial state. To this
end, we calculate for all disordered samples the average
energy density ✏ = (h (0) |H| (0)i � E0) / (E1 � E0),
with E0 (E1) the groundstate (maximal) energy of
the sample, for random basis states | (0)i until we
find one whose energy density is close enough to the
desired target density. In the following, we focus
on initial states with total zero magnetization that
are located in the middle of the spectrum (✏ = 0.5).
We average our results over at least 1000 disorder real-
izations, choosing a di↵erent initial state for each sample.

Sub-ballistic entanglement growth— We first discuss the
time evolution of the entanglement entropy

S(t) = �Tr
h
⇢A(t) ln ⇢A(t)

i
, (3)

where ⇢A(t) = TrB | (t)ih (t)| is the (time-dependent)
reduced density matrix obtained after cutting chains of
lengths L = 20, 24, 28 in two equal parts A and B of
size L/2. For clean systems, the growth of entanglement
entropy after such a global quench is known to be bal-
listic in time [7, 35, 36], the information spreading being
limited by a Lieb-Robinson bound [37]. Then, after a
finite time, the entropy will reach its saturation value
Ssat = `s1 for a finite subsystem of length ` [38], with
s1 ' ln 2 depending on the energy of the initial state
(here s1 ' ln 2 for our initial states with ✏ = 0.5).

In practice, the time lapse for observing an asymptotic
ballistic regime is restricted to t < tsat ' s1`, which
may prevent such an observation in particular for small
system sizes. Interestingly, using open chains the entan-
glement entropy grows a factor of 2 slower as compared
to the periodic case, while saturating at the same value

t

<latexit sha1_base64="WLrC6JsW5Nkid0nKSolyfuC6lFc=">AAACVHicbVDLSsNAFJ2k1kd9VpdugkVwISWRQnUhFHXhUsFqoS0ymdzUoZOZMHNjqSFf4FZ/TfBfXDitXVjrhRkO577OPWEquEHf/3Tc0lJ5eWV1rbK+sbm1vVPdvTcq0wzaTAmlOyE1ILiENnIU0Ek10CQU8BAOLyf5h2fQhit5h+MU+gkdSB5zRtFSt/i4U/Pr/jS8RRDMQI3M4uax6pz3IsWyBCQyQY3pBn6K/Zxq5ExAUellBlLKhnQAXQslTcD086nSwju0TOTFStsn0ZuyvztymhgzTkJbmVB8Mn9zE/K/XDfD+LSfc5lmCJL9LIoz4aHyJmd7EdfAUIwtoExzq9VjT1RThtacuS3Ihy9zV+QjasZWlCUjiK3PU9X5FZWRtV3JIteDsMj9+lnj2FrXnHzB2fyIJBPItRoVFWt48NfeRXB/Ug8a9cZto9a6mFm/SvbJATkiAWmSFrkmN6RNGAHySt7Iu/PhfLklt/xT6jqznj0yF+7WN2wMs7M=</latexit>

S(t)

<latexit sha1_base64="zNeVqMRlx44T8B2zMKrh6C2+Jtc=">AAACV3icbVDLSsNAFJ3EV62vVpdugkVQkJJIoXYhFHXhsqKtQi0ymUzaoZOZMHNjqSG/4FZ/rV+jk7YL23phhsO5r3OPH3OmwXUnlr22vrG5Vdgu7uzu7R+UyocdLRNFaJtILtWLjzXlTNA2MOD0JVYURz6nz/7wNs8/v1OlmRRPMI5pL8J9wUJGMOTU4xmcv5UqbtWdhrMKvDmooHm03srW9WsgSRJRAYRjrbueG0MvxQoY4TQrviaaxpgMcZ92DRQ4orqXTsVmzqlhAieUyjwBzpT925HiSOtx5JvKCMNAL+dy8r9cN4HwqpcyESdABZktChPugHTyy52AKUqAjw3ARDGj1SEDrDAB48/CFmDDj4Ur0hHWYyPKkAENjdVT1ekdFoFxXoosVX0/S91qo3ZhrKvnn9dYHBElHJiSo6xoDPeW7V0FncuqV6vWHmqV5s3c+gI6RifoDHmojproHrVQGxE0QJ/oC31bE+vH3rQLs1LbmvccoYWwy78bnbR1</latexit>

MBL: Logarithmic spread

FIG. 1. (a) Intuitive picture for t linear entanglement growth in clean systems. Quasi-particles

prepared in a localized initial state propagate as a superposition of a right and left moving particle,

thus generating entanglement when the light-cone crosses the subsystem boundary. (b) Entangle-

ment growth in a many-body localized system showing delayed logarithmic growth. Inset shows

scaled plots with time measured in units of 1/Jz, indicating that the delay is set by the interaction

scale. (c) Saturated value of the entropy shows area law for the non-interacting system (Jz = 0),

and volume law for the system with interactions. The inset shows the time evolution up to the sat-

uration value. Panels (b) and (c) are reproduced from Ref. [19], copyright (2012) by The American

Physical Society.
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This Hamiltonian (10) can be mapped, using a Jordan-Wigner transformation, to an in-
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the other side quantum correlations persist indefinitely. Hence the MBL
transition sets a sharp boundary between a macroscopic world showing
quantum phenomena and one governed by classical physics.

While Anderson localization of non-interacting particles has been
experimentally observed in a variety of systems, including light scat-
tering from semiconductor powders in 3D [25], photonic lattices in 1D
[26] and 2D [27] and cold atoms in 1D and 3D random [28, 29, 30]
and quasi-random [31] disorder, the interacting case has proven more
elusive. Initial experiments with interacting systems have focused on
the superfluid [32, 33] or metal [34] to insulator transition in the ground
state. Evidence for inhibited macroscopic mass transport was reported
even at elevated temperatures [34], but is hard to distinguish from ex-
ponentially slow motion expected from conventional activated transport
or effects stemming from the inhomogeneity of the cloud. Until now
conclusive experimental evidence for many-body localization at finite
energy density has thus been lacking.

In this paper we report the first experimental observation of ergod-
icity breaking due to many-body localization. Our experiments are
performed in a one-dimensional system of ultracold fermions in a bi-
chromatic, quasi-randomly disordered lattice potential. We identify the
many-body localized phase by monitoring the time evolution of local
observables following a quench of system parameters. Specifically,
we prepare a high-energy initial state with strong charge density wave
(CDW) order (as shown in Fig. 1A) and measure the relaxation of this
charge density wave in the ensuing unitary evolution. Our main observ-
able is the imbalance I between the respective atom numbers on even
(Ne) and odd (No) sites

I =
Ne �No

Ne +No

, (1)

which directly measures the CDW order. While the initial CDW (I &
0.9) will quickly relax to zero in the thermalizing case, this is not true in
a localized system, where ergodicity is broken and the system cannot act
as its own heat bath (Fig. 1B) [35]. Intuitively, if the system is strongly
localized, all particles will stay close to their original positions during
time evolution, thus only smearing out the CDW a little. A longer local-
ization length ⇠ corresponds to more extended states and will lead to a
lower steady state value of the CDW. The long-time stationary value thus
effectively serves as an order parameter of the MBL phase and allows us
to map the phase boundary between the ergodic and non-ergodic phases
in the parameter space of interaction versus disorder strength. In par-
ticular, in the non-interacting system the CDW vanishes asymptotically
as / 1/⇠2 [36]. In contrast to previous experiments, which studied the
effect of disorder on the global expansion dynamics [28, 31, 32, 34, 33],
the CDW order parameter acts as a purely local probe, directly capturing
the ergodicity breaking.

Our system can be described by the one-dimensional fermionic
Aubry-André model [37] with interactions [35], given by the Hamil-
tonian

Ĥ =� J
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i,�
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Here, J is the tunneling matrix element between neighboring lattice sites
and ĉ

†

i,�
(ĉi,�) denotes the creation (annihilation) operator for a fermion

in spin state � 2 {", #} on site i. The second term describes the quasi-
random disorder, i.e. the shift of the on-site energy due to an additional
incommensurate lattice, characterized by the ratio of lattice periodicities

�, disorder strength � and phase offset �. Lastly, U represents the on-
site interaction energy and n̂i,� = ĉ

†

i,�
ĉi,� is the local number operator

(see Fig. 1C).
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Figure 2: Time evolution of an initial charge-density wave. A charge den-
sity wave, consisting of fermionic atoms occupying only even sites, is allowed
to evolve in a lattice with an additional quasi-random disorder potential. After
variable times the imbalance I between atoms on odd and even sites is measured.
Experimental time traces (circles) and DMRG calculations for a single homoge-
neous tube (lines) are shown for various disorder strengths �. Each experimental
datapoint denotes the average of six different realizations of the disorder potential
and the error bars show the standard deviation of the mean. The shaded region
indicates the time window used to characterise the stationary imbalance in the
rest of the analysis.
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Figure 3: Stationary values of the imbalance I as a function of disorder �

for non-interacting atoms. The Aubry-André transition is at �/J = 2. Circles
show the experimental data, along with Exact Diagonalization (ED) calculations
with (red line) and without (grey line) trap effects. Each experimental data point
is the average of three different evolution times (13.7⌧ , 17.1⌧ and 20.5⌧ ) and
four different disorder phases �, for a total of 12 individual measurements per
point. To avoid any interaction effects, only a single spin component was used.
The ED calculations are averaged over similar evolutions times to the experiment
and 12 different phase realizations. Error bars show the standard deviation of the
mean.

This quasi-random model is special in that, for almost all irrational
� [36], all single particle states become localized at the same critical
disorder strength �/J = 2 [37]. For larger disorder strengths the lo-
calization length decreases monotonically. Such a transition was indeed
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by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring
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Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.

RESEARCH | RESEARCH ARTICLE

on O
ctober 6, 2020

 
http://science.sciencem

ag.org/
Downloaded from

 

Strong disorder: MBL  
Memory of the initial state 

even at infinite time

Schreiber et al.

Chiaro et al.



Many-Body Localization (~2008-2018)



Many-Body Localization (~2008-2018)

(**) albeit not the Ergodic / 
MBL phase transition

(*) at least in 1d

After a lot of work the 
MBL problem seemed  
well understood (*) (**) 

RAPID COMMUNICATIONS

PHYSICAL REVIEW B 91, 081103(R) (2015)

Many-body localization edge in the random-field Heisenberg chain

David J. Luitz,* Nicolas Laflorencie,† and Fabien Alet‡
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a random magnetic field. In order to access properties at varying energy densities across the entire spectrum
for system sizes up to L = 22 spins, we use a spectral transformation which can be applied in a massively
parallel fashion. Our results allow for an energy-resolved interpretation of the many-body localization transition
including the existence of an extensive many-body mobility edge. The ergodic phase is well characterized by
Gaussian orthogonal ensemble statistics, volume-law entanglement, and a full delocalization in the Hilbert space.
Conversely, the localized regime displays Poisson statistics, area-law entanglement, and nonergodicity in the
Hilbert space where a true localization never occurs. We perform finite-size scaling to extract the critical edge
and exponent of the localization length divergence.
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Introduction. The interplay of disorder and interactions in
quantum systems can lead to several intriguing phenomena,
amongst which the so-called many-body localization has
attracted a huge interest in recent years. Following precursors
works [1–4], perturbative calculations [5,6] have established
that the celebrated Anderson localization [7] can survive
interactions, and that for large enough disorder, many-body
eigenstates can also “localize” (in a sense to be detailed later)
and form a new phase of matter commonly referred to as the
many-body localized (MBL) phase.

The enormous boost of interest for this topic in recent
years can probably be ascribed to the fact that the MBL
phase challenges the very foundations of quantum statistical
physics, leading to striking theoretical and experimental
consequences [8,9]. Several key features of the MBL phase
can be highlighted as follows. It is nonergodic, and breaks the
eigenstate thermalization hypothesis (ETH) [10–12]: A closed
system in the MBL phase does not thermalize solely following
its own dynamics. The possible presence of a many-body
mobility edge (at a finite energy density in the spectrum)
indicates that conductivity should vanish in a finite temperature
range in a MBL system [5,6]. Coupling to an external bath
will eventually destroy the properties of the MBL phase, but
recent arguments show that it can survive and be detected using
spectral signatures for weak bath coupling [13]. This leads to
the suggestion that the MBL phase can be characterized exper-
imentally, using e.g., controlled echo experiments on reason-
ably well-isolated systems with dipolar interactions [14–17].
Another appealing aspect (with experimental consequences
for self-correcting memories) is that MBL systems can sustain
long-range, possibly topological, order in situations where
equilibrated systems would not [18–22]. Finally, a striking
phenomenological approach [23] pinpoints that the MBL
phase shares properties with integrable systems, with an
extensive number of local integrals of motion [24–26], and
that MBL eigenstates sustain low (area-law) entanglement.
This is in contrast with eigenstates at finite energy density
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in a generic equilibrated system, which have a large amount
(volume law) of entanglement and which are believed to be
well described within a random matrix theory approach.

Going beyond perturbative approaches, direct numerical
simulations of disordered quantum interacting systems provide
a powerful framework to test MBL features in a variety
of systems [14,17,21,27–42]. The MBL transition dealing
with eigenstates at high(er) energy, ground-state methods
are not well adapted. Most numerical studies use full exact
diagonalization (ED) to obtain all eigenstates and energies
and are limited to rather small Hilbert-space sizes dimH ∼
104 [43].

In this Rapid Communication, we present an extensive
numerical study of the periodic S = 1

2 Heisenberg chain in

FIG. 1. (Color online) Disorder (h)—Energy density (ε) phase
diagram of the disordered Heisenberg chain, Eq. (1). The ergodic
phase (dark region with a participation entropy volume law coefficient
a1 " 1) is separated from the localized regime (bright region with
a1 # 1). Various symbols (see legend) show the energy-resolved
MBL transition points extracted from finite-size scaling performed
over system sizes L ∈ {14,15,16,17,18,19,20,22}. Red squares
correspond to a visual estimate of the boundary between volume
and area-law scaling of entanglement entropy SE .
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Introduction. The interplay of disorder and interactions in
quantum systems can lead to several intriguing phenomena,
amongst which the so-called many-body localization has
attracted a huge interest in recent years. Following precursors
works [1–4], perturbative calculations [5,6] have established
that the celebrated Anderson localization [7] can survive
interactions, and that for large enough disorder, many-body
eigenstates can also “localize” (in a sense to be detailed later)
and form a new phase of matter commonly referred to as the
many-body localized (MBL) phase.

The enormous boost of interest for this topic in recent
years can probably be ascribed to the fact that the MBL
phase challenges the very foundations of quantum statistical
physics, leading to striking theoretical and experimental
consequences [8,9]. Several key features of the MBL phase
can be highlighted as follows. It is nonergodic, and breaks the
eigenstate thermalization hypothesis (ETH) [10–12]: A closed
system in the MBL phase does not thermalize solely following
its own dynamics. The possible presence of a many-body
mobility edge (at a finite energy density in the spectrum)
indicates that conductivity should vanish in a finite temperature
range in a MBL system [5,6]. Coupling to an external bath
will eventually destroy the properties of the MBL phase, but
recent arguments show that it can survive and be detected using
spectral signatures for weak bath coupling [13]. This leads to
the suggestion that the MBL phase can be characterized exper-
imentally, using e.g., controlled echo experiments on reason-
ably well-isolated systems with dipolar interactions [14–17].
Another appealing aspect (with experimental consequences
for self-correcting memories) is that MBL systems can sustain
long-range, possibly topological, order in situations where
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(volume law) of entanglement and which are believed to be
well described within a random matrix theory approach.
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simulations of disordered quantum interacting systems provide
a powerful framework to test MBL features in a variety
of systems [14,17,21,27–42]. The MBL transition dealing
with eigenstates at high(er) energy, ground-state methods
are not well adapted. Most numerical studies use full exact
diagonalization (ED) to obtain all eigenstates and energies
and are limited to rather small Hilbert-space sizes dimH ∼
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diagram of the disordered Heisenberg chain, Eq. (1). The ergodic
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works [1–4], perturbative calculations [5,6] have established
that the celebrated Anderson localization [7] can survive
interactions, and that for large enough disorder, many-body
eigenstates can also “localize” (in a sense to be detailed later)
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indicates that conductivity should vanish in a finite temperature
range in a MBL system [5,6]. Coupling to an external bath
will eventually destroy the properties of the MBL phase, but
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Phenomenology

Local integral of motions (liom’s)
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Many-body localization edge in the random-field Heisenberg chain
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We present a large-scale exact diagonalization study of the one-dimensional spin-1/2 Heisenberg model in
a random magnetic field. In order to access properties at varying energy densities across the entire spectrum
for system sizes up to L = 22 spins, we use a spectral transformation which can be applied in a massively
parallel fashion. Our results allow for an energy-resolved interpretation of the many-body localization transition
including the existence of an extensive many-body mobility edge. The ergodic phase is well characterized by
Gaussian orthogonal ensemble statistics, volume-law entanglement, and a full delocalization in the Hilbert space.
Conversely, the localized regime displays Poisson statistics, area-law entanglement, and nonergodicity in the
Hilbert space where a true localization never occurs. We perform finite-size scaling to extract the critical edge
and exponent of the localization length divergence.

DOI: 10.1103/PhysRevB.91.081103 PACS number(s): 75.10.Pq, 05.30.Rt, 72.15.Rn

Introduction. The interplay of disorder and interactions in
quantum systems can lead to several intriguing phenomena,
amongst which the so-called many-body localization has
attracted a huge interest in recent years. Following precursors
works [1–4], perturbative calculations [5,6] have established
that the celebrated Anderson localization [7] can survive
interactions, and that for large enough disorder, many-body
eigenstates can also “localize” (in a sense to be detailed later)
and form a new phase of matter commonly referred to as the
many-body localized (MBL) phase.

The enormous boost of interest for this topic in recent
years can probably be ascribed to the fact that the MBL
phase challenges the very foundations of quantum statistical
physics, leading to striking theoretical and experimental
consequences [8,9]. Several key features of the MBL phase
can be highlighted as follows. It is nonergodic, and breaks the
eigenstate thermalization hypothesis (ETH) [10–12]: A closed
system in the MBL phase does not thermalize solely following
its own dynamics. The possible presence of a many-body
mobility edge (at a finite energy density in the spectrum)
indicates that conductivity should vanish in a finite temperature
range in a MBL system [5,6]. Coupling to an external bath
will eventually destroy the properties of the MBL phase, but
recent arguments show that it can survive and be detected using
spectral signatures for weak bath coupling [13]. This leads to
the suggestion that the MBL phase can be characterized exper-
imentally, using e.g., controlled echo experiments on reason-
ably well-isolated systems with dipolar interactions [14–17].
Another appealing aspect (with experimental consequences
for self-correcting memories) is that MBL systems can sustain
long-range, possibly topological, order in situations where
equilibrated systems would not [18–22]. Finally, a striking
phenomenological approach [23] pinpoints that the MBL
phase shares properties with integrable systems, with an
extensive number of local integrals of motion [24–26], and
that MBL eigenstates sustain low (area-law) entanglement.
This is in contrast with eigenstates at finite energy density

*luitz@irsamc.ups-tlse.fr
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in a generic equilibrated system, which have a large amount
(volume law) of entanglement and which are believed to be
well described within a random matrix theory approach.

Going beyond perturbative approaches, direct numerical
simulations of disordered quantum interacting systems provide
a powerful framework to test MBL features in a variety
of systems [14,17,21,27–42]. The MBL transition dealing
with eigenstates at high(er) energy, ground-state methods
are not well adapted. Most numerical studies use full exact
diagonalization (ED) to obtain all eigenstates and energies
and are limited to rather small Hilbert-space sizes dimH ∼
104 [43].

In this Rapid Communication, we present an extensive
numerical study of the periodic S = 1

2 Heisenberg chain in

FIG. 1. (Color online) Disorder (h)—Energy density (ε) phase
diagram of the disordered Heisenberg chain, Eq. (1). The ergodic
phase (dark region with a participation entropy volume law coefficient
a1 " 1) is separated from the localized regime (bright region with
a1 # 1). Various symbols (see legend) show the energy-resolved
MBL transition points extracted from finite-size scaling performed
over system sizes L ∈ {14,15,16,17,18,19,20,22}. Red squares
correspond to a visual estimate of the boundary between volume
and area-law scaling of entanglement entropy SE .
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Figure 2. Adjacent gap ratio (top) and Kullback Leibler di-
vergence (bottom) as a function of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical disorder strength hc and exponent ⌫. The
h axis is transformed by (h� hc)L

1/⌫ , (bottom) distribution
of KLd in both phases.

scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated be-
tween 50 and 250 samples). For each ✏, observables are
calculated from the corresponding eigenvectors and av-
eraged over target packets and disorder realizations for
each value of the disorder strength h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [50] to bin quantities over all eigenstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
error bars. Investigating numerous quantities allows to
check the consistency of our analysis and conclusions.

Results and finite size scaling analysis— We discuss the
transition between GOE and Poisson statistics, first us-
ing the consecutive gap ratio r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing around hc ⇠ 3.7 between the two
limiting values. This crossing can be analyzed using a
scaling form g[L1/⌫(h � hc)] which allows a collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).

The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ✏ and av-
eraged over disordered samples, also displays a cross-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
is very di�cult to achieve for KL due to a large drift
of the crossing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase (at

h = 1) around the GOE mean value of 2 with a variance
decreasing with L provides strong evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its applicability to pure level statistics.
In the MBL regime (h = 4.8), the behavior is completely
di↵erent as variance and mean both increase with L.
We now turn to the entanglement entropy for a real

space bipartition at L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a change in the EE scalings from volume law S

E
/L !

constant for h < hc to area-law with S
E
/L ! 0 for

h > hc. Assuming a volume law scaling at the criti-
cal point [57], we perform a collapse of SE

/L to the form
g[L1/⌫(h�hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder hc and exponent ⌫ consistent with
other results (see Sup. Mat.). Furthermore, as recently
argued [31], the standard deviation of the entanglement
entropy displays a maximum at the MBL transition. A
scaling collapse of the form �E = (L� c)g[L1/⌫(h� hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of SE

/L) works particu-
larly well (top panel of Fig. 3).
Perhaps more accessible to experiments, bipartite fluc-

tuations F of subsystem magnetization (taken here to be

Figure 3. Entanglement entropy per site SE/L and its vari-
ance �E , as a function of system size L for di↵erent disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
SE/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [56]. Close to the transition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
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Figure 2. Adjacent gap ratio (top) and Kullback Leibler di-
vergence (bottom) as a function of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical disorder strength hc and exponent ⌫. The
h axis is transformed by (h� hc)L

1/⌫ , (bottom) distribution
of KLd in both phases.

scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated be-
tween 50 and 250 samples). For each ✏, observables are
calculated from the corresponding eigenvectors and av-
eraged over target packets and disorder realizations for
each value of the disorder strength h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [50] to bin quantities over all eigenstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
error bars. Investigating numerous quantities allows to
check the consistency of our analysis and conclusions.

Results and finite size scaling analysis— We discuss the
transition between GOE and Poisson statistics, first us-
ing the consecutive gap ratio r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing around hc ⇠ 3.7 between the two
limiting values. This crossing can be analyzed using a
scaling form g[L1/⌫(h � hc)] which allows a collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).

The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ✏ and av-
eraged over disordered samples, also displays a cross-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
is very di�cult to achieve for KL due to a large drift
of the crossing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase (at

h = 1) around the GOE mean value of 2 with a variance
decreasing with L provides strong evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its applicability to pure level statistics.
In the MBL regime (h = 4.8), the behavior is completely
di↵erent as variance and mean both increase with L.
We now turn to the entanglement entropy for a real

space bipartition at L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a change in the EE scalings from volume law S

E
/L !

constant for h < hc to area-law with S
E
/L ! 0 for

h > hc. Assuming a volume law scaling at the criti-
cal point [57], we perform a collapse of SE

/L to the form
g[L1/⌫(h�hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder hc and exponent ⌫ consistent with
other results (see Sup. Mat.). Furthermore, as recently
argued [31], the standard deviation of the entanglement
entropy displays a maximum at the MBL transition. A
scaling collapse of the form �E = (L� c)g[L1/⌫(h� hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of SE

/L) works particu-
larly well (top panel of Fig. 3).
Perhaps more accessible to experiments, bipartite fluc-

tuations F of subsystem magnetization (taken here to be

Figure 3. Entanglement entropy per site SE/L and its vari-
ance �E , as a function of system size L for di↵erent disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
SE/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [56]. Close to the transition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
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Figure 2. Adjacent gap ratio (top) and Kullback Leibler di-
vergence (bottom) as a function of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical disorder strength hc and exponent ⌫. The
h axis is transformed by (h� hc)L

1/⌫ , (bottom) distribution
of KLd in both phases.

scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated be-
tween 50 and 250 samples). For each ✏, observables are
calculated from the corresponding eigenvectors and av-
eraged over target packets and disorder realizations for
each value of the disorder strength h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [50] to bin quantities over all eigenstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
error bars. Investigating numerous quantities allows to
check the consistency of our analysis and conclusions.

Results and finite size scaling analysis— We discuss the
transition between GOE and Poisson statistics, first us-
ing the consecutive gap ratio r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing around hc ⇠ 3.7 between the two
limiting values. This crossing can be analyzed using a
scaling form g[L1/⌫(h � hc)] which allows a collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).

The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ✏ and av-
eraged over disordered samples, also displays a cross-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
is very di�cult to achieve for KL due to a large drift
of the crossing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase (at

h = 1) around the GOE mean value of 2 with a variance
decreasing with L provides strong evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its applicability to pure level statistics.
In the MBL regime (h = 4.8), the behavior is completely
di↵erent as variance and mean both increase with L.
We now turn to the entanglement entropy for a real

space bipartition at L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a change in the EE scalings from volume law S

E
/L !

constant for h < hc to area-law with S
E
/L ! 0 for

h > hc. Assuming a volume law scaling at the criti-
cal point [57], we perform a collapse of SE

/L to the form
g[L1/⌫(h�hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder hc and exponent ⌫ consistent with
other results (see Sup. Mat.). Furthermore, as recently
argued [31], the standard deviation of the entanglement
entropy displays a maximum at the MBL transition. A
scaling collapse of the form �E = (L� c)g[L1/⌫(h� hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of SE

/L) works particu-
larly well (top panel of Fig. 3).
Perhaps more accessible to experiments, bipartite fluc-

tuations F of subsystem magnetization (taken here to be

Figure 3. Entanglement entropy per site SE/L and its vari-
ance �E , as a function of system size L for di↵erent disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
SE/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
line: SE/L for a random state [56]. Close to the transition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
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I(t) ∼ t−βVery slow decay of 
the imbalance

Very slow dynamics inside the MBL phase 
Dynamics after quench :

Larger-scale dynamics of Imbalance decay using Matrix-Product-States methods (t-DMRG, TEBD, TDVP)

Doggen et al. (2018)
Sierant, Zakrzewski (2022)

disorder 
strength h0 hc ∼ 4 h*dyn. ∼ 6 − 8

Ergodic MBL
very slow  
dynamics

Suggested dynamical phase diagram
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• Idea: the liom picture cannot explain the transition to the ergodic phase. Other phenomenological approaches emerged:
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Avalanche instability

An ergodic grain can thermalise its neighbourhood, which 
is then included in the grain, thermalize again its 
neighbourhood .. and eventually leads to full thermalization Ergodic grain MBL liom’s

• For large enough initial “localization” length , this leads to an instability towards thermalised phase : avalancheξeff > ξ* = 2/ln 2
• The ergodic grain (initial size ) grows as   if the coupling V(r) is larger than effective level spacing n0 n0 → n0 + r 2−(n0+r)

V(r) ∼ exp(−r/ξeff)

 → Avalanches never observed so far on systems with realistic disorder…

De Roeck, Huveneers
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→ Hints of such many-body resonances in some (mostly phenomenological, some microscopic) models
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Sketch of the new phenomenology

MBL

True MBL transition point 
(never probed in numerics so far)

on finite-size, finite-
time observations, all 

features of MBL

Crossover 
Region

Where numerics/
experiments are often 

stuck, finite-size 
effects are not 
understood, 

previously thought as 
the critical region 

near the MBL point

Well 
understood 
with ETH

Well described 
with liom model Disorder

Morningstar et al. (2022)

• By « forcing » or « searching » for rare events (extreme values) for the random field Heisenberg chain

Bath

Forcing avalanches by 
coupling to a bath (and look 
at slowest mode)

Average gap ratio 
goes Poisson 

(standard measure)

The minimal gap is 
1/4L (Poisson 
prediction) 

O(1) eigenstates (out of 2L) display 
system-wide resonances

Morningstar et al. (2022)
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i+1 + hiSz
i ]

~ 20~ 8.5~ 5.7~ 3.5

« Pre-thermal MBL »

Long et al. (2023)

Ha, Morningstar, Huse (2023)



Stepping away from the « strong » interaction regime

Delocalized
Ergodic 
Thermal Many-Body Localized

Insulator
disorder  

interaction

ANDERSON   INSULATOR
?Most studies focused on the « strongly interacting » Heisenberg chain Δ = 1

Original motivation: Can localization 
survive interaction?

ΔWhat happens at weak    ?

J. Colbois, FA, N. Laflorencie Phys. Rev. Lett. 133, 116502 (2024)



HMBAL = ∑
i

[Sx
i Sx

i+1 + Sy
i Sy

i+1+hiSz
i ]

3

FIG. 1. Microscopic mechanism of the chain breaking in the non-interacting case, Eq. (1.1), illustrated for a single L = 512 sites sample with
a disorder strength W = 5. (a) Expectation value of the local magnetization hSz

i i along the chain, computed with ED for an eigenstate in the
middle of the spectrum: we observe seemingly random oscillations between ±1/2. (b) Same as panel (a) but for the deviations with respect to
perfect polarization �i = 1/2 � |hSz

i i|, plotted in log-scale. Green circles highlight the sites with the smallest deviations (strongly polarized
spins). The most polarized site i? = 92 is indicated by a vertical green line and the cluster containing it by a green region in panels (a) and (b).
(c) Zoom over the region surrounding i?: one clearly sees a short-range correlation of the �i’s in its vicinity. (d) Microscopic mechanism at the
origin of the chain breaking: the most polarized site lies in a series of `max ⇡ lnL

ln 2 = 9 consecutively occupied orbitals �m, represented by
full blue lines, orange dashed lines representing the unoccupied orbitals. Panel (d) shows exponential fits to the exact single-particle states, not
necessarily symmetric, while panel (e) represents the corresponding toy model description with all �m in Eq. (1.3) having the same localization
length ⇠; the resulting deviations are shown in panel (f). (g) Disorder dependence of the localization length ⇠(W ) computed from the Lyapunov
exponent (see Sec. S2) averaged over the density of states. The continuous lines correspond to the analytical ansatz ⇠�1 = ln[1 + (W/W0)

2],
with W0 = 1.13, 1.22 (see text Eq. (3.1) and below). The inset shows the same data for 1/⇠ at large disorder.

scribes free fermions in a random potential. In the presence of
disorder, all single-particle fermionic eigenstates �m are An-
derson localized. Following Refs. 70 and 79, we model these
eigenstates by a simple exponential

|�m(i)|2 ⇠ exp

✓
�
|i � i

m
0
|

⇠m

◆
(1.3)

for all orbitals m, with ⇠m and i
m
0

the corresponding localiza-
tion lengths and centers. For a given filling fraction 0 < ⌫ < 1,
the real-space density at a site i is given by

hnii =
X

moc.

|�moc.(i)|
2
, (1.4)

where the sum is performed over the ⌫L occupied fermionic
levels moc.. In our toy model description, we then further as-
sume that all orbitals have the same localization length ⇠m ⌘ ⇠.
Therefore, the maximal (resp. minimal) fermionic density is

expected to occur in the middle of the longest region of `max

consecutive sites that are occupied (unoccupied) by an or-
bital [80]. At half-filling ⌫ = 1/2, a configuration with ` con-
secutive occupied (or empty) sites occurs with a probability
proportional to 2�`, which, for a finite chain of length L � 1
yields `max ⇡ ln L/ ln 2. Back to the spin language, the min-
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which defines the disorder-dependent freezing exponent
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This simple reasoning, illustrated in Fig. 1 (a) to (f), will be
further discussed below in the paper, together with large-scale
numerical simulation results.
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containing the most polarized site, as determined by the occupation of this site and its neighbors (see text), and rescaled with the expected size
dependence at strong disorder, lnL/ ln 2. The inset is a zoom on the di�erence of the rescaled length to one. (b) Example of an even, empty,
isolated cluster in the toy model. (c) Example of an odd, occupied, non-isolated cluster in the toy model. (d) ED data for the power-law decay
of the typical value of the minimal deviation, rescaled with the localization length ⇠(W ) and the average cluster length, for sizes L � 12. Inset:
same data but in linear scale. The green line is a guide to the eye corresponding to Eq. (3.2) with a zero shift. Compare to Fig. 4.

wavefunction around its localization center shows that ⇠
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2 ln(W ) [87]. Therefore, the simple Ansatz formula [99]
which combines both weak and strong disorder limits
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nicely fits the bill, as shown in Fig. 1(g) where we see that
Eq. (3.1) with W0 ⇠ 1.2 captures extremely well the exact
numerics for ⇠(W ).

As introduced in Sec. I B, the a priori simplistic toy model
provides a remarkably realistic description of the many-body
Anderson insulator. In particular, the simple expression for the
freezing exponent � ⇠ (2⇠ ln 2)�1 remains valid over a very
broad range of randomness, and only starts to deviate typically
below W ⇠ 2, as clearly shown in Fig. 7. Nevertheless, in
what follows, we are going to see that the extreme polariza-
tion scaling derived within the simple toy-model framework,
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, can be extended to weaker disorder

strengths, provided the fact that the maximal sequence `max is
replaced by `cluster, the average length of the cluster hosting
the most polarized spin.

2. Cluster length

Let us first define the cluster length `cluster for any given
sample as the size of the region surrounding the most polar-
ized site in which the magnetization does not change sign (see
green region in Fig. 1(a)). The motivation for this definition is
twofold: (i) it holds even at weak disorder, in particular when
the localization length is large and a one-to-one correspon-
dence between sites and orbitals becomes ill-defined, and (ii)
it remains valid in the presence of finite interactions, namely
for the MBL problem discussed in Sec. IV.

We have numerically computed the disorder average cluster
size, and its rescaled form `sc = `cluster/`max is shown in
Fig. 9(a). At strong disorder, we expect the cluster lengths to
be controlled by `max = ln L/ ln 2. This is indeed what is
observed in Fig. 9(a) for a surprisingly wide range of disorder
strengths, down to W

⇤
⇠ 1.5, thus giving a rough estimate for

the range of validity of the toy model. Remarkably, for W 

W
⇤ the average cluster length becomes significantly larger than

`max and strong finite-size corrections start to appear, while at
intermediate values of W the average cluster length is slightly
below `max. This non-monotonous behavior, best visible in
the inset of Fig. 9(a), results from the competition between
two e�ects. At intermediate disorder (typically 1 < W < 10)
spatial fluctuations in the localization lengths can lead to local
configurations for which the most polarized site may belong
to a cluster slightly smaller than `max. On the other hand at
smaller W , where the notion of localization center start to
become fuzzier, sites that should be normally associated to an
empty orbital can have slightly more than half-occupation, thus
creating wider and wider clusters, as clearly shown in Fig. 9(a).
Correspondingly, the maximal number of sites with the same
sign of the magnetization remains everywhere larger or equal
to `cluster and can become extremely large at weak disorder,
deviating very strongly from the toy model value `max.

3. Scaling plot and data collapse

With this in hands, we can now re-write the toy model result
Eq. (1.5) as an expression that can be tested at large scales for
the XX chain:
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FIG. 1. Microscopic mechanism of the chain breaking in the non-interacting case, Eq. (1.1), illustrated for a single L = 512 sites sample with
a disorder strength W = 5. (a) Expectation value of the local magnetization hSz

i i along the chain, computed with ED for an eigenstate in the
middle of the spectrum: we observe seemingly random oscillations between ±1/2. (b) Same as panel (a) but for the deviations with respect to
perfect polarization �i = 1/2 � |hSz

i i|, plotted in log-scale. Green circles highlight the sites with the smallest deviations (strongly polarized
spins). The most polarized site i? = 92 is indicated by a vertical green line and the cluster containing it by a green region in panels (a) and (b).
(c) Zoom over the region surrounding i?: one clearly sees a short-range correlation of the �i’s in its vicinity. (d) Microscopic mechanism at the
origin of the chain breaking: the most polarized site lies in a series of `max ⇡ lnL

ln 2 = 9 consecutively occupied orbitals �m, represented by
full blue lines, orange dashed lines representing the unoccupied orbitals. Panel (d) shows exponential fits to the exact single-particle states, not
necessarily symmetric, while panel (e) represents the corresponding toy model description with all �m in Eq. (1.3) having the same localization
length ⇠; the resulting deviations are shown in panel (f). (g) Disorder dependence of the localization length ⇠(W ) computed from the Lyapunov
exponent (see Sec. S2) averaged over the density of states. The continuous lines correspond to the analytical ansatz ⇠�1 = ln[1 + (W/W0)

2],
with W0 = 1.13, 1.22 (see text Eq. (3.1) and below). The inset shows the same data for 1/⇠ at large disorder.

scribes free fermions in a random potential. In the presence of
disorder, all single-particle fermionic eigenstates �m are An-
derson localized. Following Refs. 70 and 79, we model these
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levels moc.. In our toy model description, we then further as-
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twofold: (i) it holds even at weak disorder, in particular when
the localization length is large and a one-to-one correspon-
dence between sites and orbitals becomes ill-defined, and (ii)
it remains valid in the presence of finite interactions, namely
for the MBL problem discussed in Sec. IV.

We have numerically computed the disorder average cluster
size, and its rescaled form `sc = `cluster/`max is shown in
Fig. 9(a). At strong disorder, we expect the cluster lengths to
be controlled by `max = ln L/ ln 2. This is indeed what is
observed in Fig. 9(a) for a surprisingly wide range of disorder
strengths, down to W
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intermediate values of W the average cluster length is slightly
below `max. This non-monotonous behavior, best visible in
the inset of Fig. 9(a), results from the competition between
two e�ects. At intermediate disorder (typically 1 < W < 10)
spatial fluctuations in the localization lengths can lead to local
configurations for which the most polarized site may belong
to a cluster slightly smaller than `max. On the other hand at
smaller W , where the notion of localization center start to
become fuzzier, sites that should be normally associated to an
empty orbital can have slightly more than half-occupation, thus
creating wider and wider clusters, as clearly shown in Fig. 9(a).
Correspondingly, the maximal number of sites with the same
sign of the magnetization remains everywhere larger or equal
to `cluster and can become extremely large at weak disorder,
deviating very strongly from the toy model value `max.
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With this in hands, we can now re-write the toy model result
Eq. (1.5) as an expression that can be tested at large scales for
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nicely fits the bill, as shown in Fig. 1(g) where we see that
Eq. (3.1) with W0 ⇠ 1.2 captures extremely well the exact
numerics for ⇠(W ).
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become fuzzier, sites that should be normally associated to an
empty orbital can have slightly more than half-occupation, thus
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Conclusions : Q&A’s

ERGODIC MBL
Ergodic

1. Q: Is the critical field  the one from avalanche theory? 
A: It doesn’t have to be,  is a lower bound

h*
h*avl

2. Q: Could larger systems change the value of  ? 
A: Perhaps, but  can only increase

h*
h*

h*

Phys. Rev. Lett. 133, 116502 (2024) 

3. Q: Are there dynamical signatures of this weak-interaction behavior? 
A: YES ! Work in progress

A. Haldar et al., Work in progress
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For more colors … see Nicolas’ talk on Friday

arXiv:2410.10325, (PRB in press)







Extremal Magnetization
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�AL =
1

2⇠AL ln(2)

Extremal Magnetization (EM) = which spin in the chain is most polarised?

Localized regimes (AL, MBL)
Ergodic

Laflorencie, Lemarié, Macé (2020)



System-wide resonances (?)
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