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The closed-loop QED experiment2

1

Sampling time (∼ 100 µs) long enough for feedback
computations.

1Courtesy of Igor Dotsenko
2C. Sayrin et al., Nature, 1-September 2011
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LKB photon box: Controlled Markov chain

I ρk+1 =
D(αk )Mµk ρk M†

µk D(−αk )

tr(Mµk ρk M†
µk )

with µk = g or e.

I Maximum of photon number in the cavity is nmax

I Mg = cos(φR+φ
2 + Nφ) and Me = sin(φR+φ

2 + Nφ), where
N = a†a is the photon number operator,
N = (diag(n))0≤n≤nmax , a is an upper-triagular matrix with
(
√

n)1≤n≤nmax as upper diagonal

I D(αk ) is the displacement operator describing the
coherent pulse injection D(αk ) = exp(αk (a† − a)) with αk a
real parameter corresponding to the control input

Remark. Measurement operators are diagonal in the basis
|n〉 〈n| , i.e., Quantum Non-Demolition (QND) measurements
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Feedback stabilization

Aim. Stabilize a particular photon number state ρ̄ = |n̄〉 〈n̄|.
Define V (ρk ) = 1− tr(ρ̄ρk ).

Theorem (Mirrahimi, Dotsenko, Rouchon, 2009). Take the
feedback controller

un =





argmax
α∈[−ᾱ,ᾱ]

tr
(
ρ̄D(α)ρk+1/2D(−α)

)
if V (ρ) > 1− ε

c1 tr
(
[ρ̄,a† − a]ρk+1/2

)
if V (ρ) ≤ 1− ε

Assume that for all n ∈ {0, · · · ,nmax}, we have that
φR+φ

2 + nφ 6= 0 mod π/2. For small enough c1 > 0 and ε > 0,
the trajectories converge almost surely towards the target Fock
state ρ̄.
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Sketch of the proof

I Step1: the trajectories starting within the set
{ρ|V (ρ) > 1− ε} reach in one step the set
{ρ|V (ρ) ≤ 1− 2ε} with probability one

I Step 2: the trajectories starting within the set
{ρ|V (ρ) ≤ 1− 2ε} will never hit the set {ρ|V (ρ) > 1− ε}
with a uniformly non-zero probability p > 0

I Step 3: quantum trajectories converge toward the state ρ̄
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Monte-Carlo simulations
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Fig. 2. A single closed-loop quantum trajectory in the ideal case (n̄ = 3).
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Fig. 3. A single closed-loop quantum trajectory with a false detection
probability of 1/10.
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Fig. 4. Averages of 104 closed-loop quantum trajectories similar to the
one of figure 2 (left, ηf = 0) and 3 (right, ηf = 1

10
).

VI. CONCLUSION

In [2] more realistic simulations are reported. They include
nonlinear shift per photon (Nφ replaced by a non linear
function Φ(N) in (1)) and additional experimental errors
such as detector efficiency and delays. These simulations
confirm the robustness of the feedback scheme, robustness
that needs to be understood in a more theoretical way. In
particular, it seems that the quantum filter (15) forgets its
initial condition ρest0 almost surely and thus admits some
strong contraction properties as indicated by Theorem 3.
With the truncation to nmax photons, convergence is proved

only in the finite dimensional case. But feedback (7) and
quantum filter (15) are still valid for nmax = +∞. We
conjecture that Theorems 1 and 2 remain valid in this case.
In the experimental results reported in [10], [5], [4] the

time-interval corresponding to a sampling step is around
100µs. Thus it is possible to implement, on a digital com-
puter and in real-time, the Lyapunov feedback-law (7) where
ρ is given by the quantum filter (15).

VII. APPENDIX: STABILITY THEORY FOR STOCHASTIC
PROCESSES

We recall here Doob’s inequality and Kushner’s invariance
theorem. For detailed discussions and proofs we refer to [8]
(Sections 8.4 and 8.5).
Theorem 4 (Doob’s Inequality): Let {Xn} be a Markov

chain on state space S. Suppose that there is a non-negative
function V (x) satisfying E (V (X1) | X0 = x) − V (x) =
−k(x), where k(x) ≥ 0 on the set {s : V (x) < λ} ≡ Qλ.

Then P
(

sup
∞>n≥0

V (Xn) ≥ λ | X0 = x

)
≤ V (x)

λ . Further-

more, there is some random v ≥ 0, so that for paths never
leaving Qλ, V (Xn) → v ≥ 0 almost surely.
For the statement of the second Theorem, we need to use
the language of probability measures rather than the random
process. Therefore, we deal with the space M of probability
measures on the state space S. Let µ0 = ϕ be the initial
probability distribution (everywhere through this paper we
have dealt with the case where µ0 is a dirac on a state ρ0 of
the state space of density matrices). Then, the probability
distribution of Xn, given initial distribution ϕ, is to be
denoted by µn(ϕ). Note that form ≥ 0, the Markov property
implies: µn+m(ϕ) = µn(µm(ϕ)).

Theorem 5 (Kushner’s invariance Theorem): Consider
the same assumptions as that of the Theorem 4. Let µ0 = ϕ
be concentrated on a state x0 ∈ Qλ (Qλ being defined as in
Theorem 4), i.e. ϕ(x0) = 1. Assume that 0 ≤ k(Xn) → 0
in Qλ implies that Xn → {x | k(x) = 0} ∩ Qλ ≡ Kλ.
Under the conditions of Theorem 4, for trajectories never
leaving Qλ, Xn converges to Kλ almost surely. Also, the
associated conditioned probability measures µ̃n tend to the
largest invariant set of measures M whose support set is
in Kλ. Finally, for the trajectories never leaving Qλ, Xn

converges, in probability, to the support set of M .
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A better convergence
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The Markov model

The random evolution of the state ρk at time step k ,

ρk+1 = Uuk (Mµk (ρk ))

I Consider a finite dimensional quantum system (the Hilbert
space H ∈ Cd is of dimension d > 0) and
D(H) := {ρ ∈ Cd×d | ρ = ρ†, tr (ρ) = 1, ρ ≥ 0},

I uk ∈ R is the control at step k ,

I µk is a random variable taking values µ in {1, · · · ,m} with
probability pµ,ρk = tr

(
MµρkM†µ

)
,
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I The set of Kraus operator satisfies the constraint∑m
µ=1 M†µMµ = I,

I Uu is the super-operator
Uu : D(H) 3 ρ 7→ UuρU†u ∈ D(H) where Uu = exp(−iuH),
where H is an Hermitian operator H ∈ Cd×d with H† = H,

I For each µ, Mµ is the super-operator

Mµ : ρ 7→ MµρM†
µ

tr
(

MµρM†
µ

) ∈ D(H) defined for ρ ∈ D(H) such

that pµ,ρ = tr
(

MµρM†µ
)
6= 0.
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Assumption 1 (QND measurement)
The measurement operators Mµ are diagonal in the same
ortho-normal basis { |n〉 | n ∈ {1, · · · ,d}}, therefore
Mµ =

∑d
n=1 cµ,n |n〉 〈n| with cµ,n ∈ C.

Since
∑m

µ=1 M†µMµ = I, we have
∑m

µ=1 |cµ,n|2 = 1 for all
n ∈ {1, · · · ,d}.

Assumption 2
For all n1 6= n2 in {1, · · · ,d}, there exists a µ ∈ {1, · · · ,m} such
that |cµ,n1 |2 6= |cµ,n2 |2.
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A fundamental theorm

Theorem (Kushner, 1971). Let Xk be a Markov chain on the
compact state space S. Suppose, there exists a non-negative
function V (X ) satisfying

E (V (Xk+1)|Xk )− V (Xk ) = Q(Xk ),

where Q(X ) is a positif continuous function of X , then the
ω-limit set Ω (in the sense of almost sure convergence) of Xk is
included in the following set

I := {X | Q(X ) = 0}.



12

Convergence of the open loop dynamics

When uk = 0, ∀k , the dynamics is simply given by

ρk+1 = Mµk (ρk ) =
Mµρk M†

µ

tr
(

Mµρk M†
µ

) ,
with the operator Mµ = diag(cµ,n)1≤n≤d .

Theorem (A., Rouchon, Mirrahimi, 2011) Consider a Markov
process ρk obeying the dynamics given in above with an initial
condition ρ0 in D(H). Then
I with probability one, ρk converges to one of the d states
|n〉 〈n| with n ∈ {1, · · · ,d}.

I the probability of convergence towards the state |n〉 〈n|
depends only on the initial condition ρ0 and is given by

tr (ρ0 |n〉 〈n|) = 〈n| ρ0 |n〉 .
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Elements of a proof:

I Step 1. Taking the following Lyapunov function

V (ρ) := −
d∑

n=1

f (tr (|n〉 〈n| ρ)), where f (x) = x2

2 .

I Step 2. Show that tr (|n〉 〈n| ρk+1) is a martingale.

E (tr (|n〉 〈n| ρk+1) |ρk ) = tr (|n〉 〈n| ρk ) .

I Step 3. The function −f being concave, thus V (ρ) is a
super-martingale

E (V (ρk+1)|ρk ) ≤ V (ρk ).
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More precisely, we obtain

E (V (ρk+1)|ρk )− V (ρk ) =

− 1
4

d∑

n=1

∑

µ,ν

tr
(
Mµρk M†µ

)
tr
(
Mνρk M†ν

)
×

(
|Cµ,n|2〈n|ρk |n〉

tr(Mµρk M†
µ)
− |Cν,n|

2〈n|ρk |n〉
tr(Mνρk M†

ν)

)2

:= Q1(ρk ).

The ω-limit set Ω is a subset of the following set

{ρ∞| |Cµ,n|2〈n|ρ∞|n〉
tr(Mµρ∞M†

µ)
− |Cν,n|

2〈n|ρ∞|n〉
tr(Mνρ∞M†

ν)
= 0},

=⇒ Assume ∃n̄1 6= n̄2 ∈ {1, . . . ,d} : 〈n̄1| ρ∞ |n̄1〉 > 0 and
〈n̄2| ρ∞ |n̄2〉 > 0. Then

∀µ, |cµ,n̄1 |2 = |cµ,n̄2 |2.
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By Assumption 2, ∃µ̄ ∈ {1, · · · ,m} : |cµ̄,n̄1 |2 6= |cµ̄,n̄2 |2. Then
there exists a unique n̄ such that 〈n̄| ρ∞ |n̄〉 6= 0.

I Step 4. The probability measure of the random variable ρk
converges to

∑d
n=1 pnδ(|n〉 〈n|), where,

I δ(|n〉 〈n|) denotes the dirac distribution at |n〉 〈n|.
I pn is the probability of convergence towards |n〉 〈n| .

In particular,
E (tr (ρk |n〉 〈n|)) −→ pn.

But tr (|n〉 〈n| ρk ) is a martingale and
E (tr (|n〉 〈n| ρk )) = E (tr (|n〉 〈n| ρ0)) Then pn = 〈n| ρ0 |n〉 .
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Feedback Stabilization

Recall:
ρk+1 = Uuk (Mµk (ρk )).

Goal. Design a feedback law that globally stabilizes the Markov
chain ρ towards a target state |n̄〉 〈n̄| with n̄ ∈ {1, · · · ,d}.
Astuce. Construction of a strict Lyapunov function which is
based on the connectivity of the graph attached to H and
inverting a Laplacian matrix derived from H.
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Lemma (A., Rouchon, Mirrahimi, 2011). Consider the d × d
real matrix RH , defined by

RH
n1,n2

= 2| 〈n1|H |n2〉 |2 − 2δn1,n2 〈n1|H2 |n2〉 .

Then RH is a Laplacian matrix. Assume the graph GH of the
Laplacian matrix RH is connected, Then,
for any positive reals λn, n ∈ {1, . . . ,d}, n 6= n̄, there exists a
vector σ = (σn)n∈{1,...,d} of Rd such that RHσ = λ where λ is the
vector of Rd of components λn for n 6= n̄ and λn̄ = −∑n 6=n̄ λn.
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Now choose σ by RHσ = λ and construct the function
W0(ρ) =

∑d
n=1 σn 〈n| ρ |n〉 , we have

∂2W0

(
Uu(|n〉〈n|)

)
∂u2

∣∣∣∣
u=0

=
d∑

l=1

σl tr ([H, |n〉 〈n|][H, |l〉 〈l |]) .

Since,

tr ([H, |n〉 〈n|][H, |l〉 〈l |]) = RH
n,l

Thus

∂2W0

(
Uu(|n〉〈n|)

)
∂u2

∣∣∣∣
u=0

=
d∑

l=1

RH
n,lσl = λn.

Then W0 is convex for n 6= n̄ and concave for n = n̄.
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The global stabilizing feedback

Consider the controlled Markov chain ρk+1 = Uuk (Mµk (ρk )).

Construct Wε(ρ) =
∑d

n=1

(
σn 〈n| ρ |n〉+ ε (〈n| ρ |n〉)2

)
, where

the parameter ε > 0 should be not too large to ensure that
∀n ∈ {1, . . . ,d}/{n̄}, λn + ε

(
(〈n|H |n〉)2 − 〈n|H2 |n〉

)
> 0.

Theorem (A., Rouchon, Mirrahimi, 2011) Denote by
ρk+ 1

2
= Mµk (ρk ). Take ū > 0 and consider the following

feedback law

uk = K (ρk+ 1
2
) = argmax

u∈[−ū,ū]

(
Wε

(
Uu
(
ρk+ 1

2

)))
,

Then, for any ρ0 ∈ D(H), the closed-loop trajectory ρk
converges almost surely to the pure state |n̄〉 〈n̄|.
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Elements of a proof

E (Wε(ρk+1)|ρk )−Wε(ρk ) := Q1(ρk ) + Q2(ρk ).

With
Q1(ρk ) :=

∑

µ

pµ,ρk

(
Wε

(
Mµ(ρk )

)
−Wε(ρk )

)
,

and
Q2(ρk ) :=

∑
µ pµ,ρk

(
max

u∈[−ū,ū]

(
Wε

(
Uu(Mµ(ρk ))

))
−Wε

(
Mµ(ρk )

))
.

These functions are both positive continuous functions of ρk .
Then, the ω-limit set Ω is included in the following set

{ρ ∈ D(H)| Q1(ρ) = 0} ∩ {ρ ∈ D(H)| Q2(ρ) = 0}.

I Q1(ρ) = 0 =⇒ ρ = |n〉 〈n|

I (Q1(ρ) = 0) + (Q2(ρ) = 0) =⇒ ρ = |n̄〉 〈n̄| .
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The control Lyapunov function used for the LKB photon box
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Figure 1: The coefficients σn used for the Lyapunov function Wε(ρ) defined in Theorem 4.1
during the closed-loop simulations, the goal photon number n̄ = 3 corresponds to the
maximum of the σn.

we observe a rapid convergence towards the goal state |n̄〉 〈n̄|. In more realistic simulations
not presented here but including the quantum filter to estimate ρk from the measurements
µk and also the main experimental imperfections described [4], the asymptotic value of the
average fidelity is larger than 0.6. This indicates that such feedback laws are robust.

6 Concluding remarks

The method proposed here to derive strict control-Lyapunov could certainly be extended
to

• prove exponential closed-loop convergence for the feedback law given by theorem 4.1.

• the general situation where the control u appears directly in the Kraus operators
Mµ(u) instead of being separated from the QND measures and attached to a unitary
evolution applied after each measurement.

• continuous-time quantum systems subject to QND measurements such as those con-
sidered in [8] and described in detail in [14].

• infinite-dimensional quantum systems as in [10] that consider the photon-box system
without truncation to a finite number of photons.
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LKB photon box: imperfections 3

ρn+1 =
Φin (ρn)

tr (Φin (ρn))

with Φi(ρ) =
∑

i∈Y ηi,jVjρV †j . The elements ηij of the correlation
matrix for i , j ∈ {no,g,e,gg,ge,ee} is

i\ j no g e gg ee ge or eg

no 1 1� ed 1� ed (1� ed)
2 (1� ed)

2 (1� ed)
2

g 0 ed (1�hg) edhe 2ed (1� ed)(1�hg) 2ed (1� ed)he ed (1� ed)(1�hg +he)
e 0 edhg ed (1�he) 2ed (1� ed)hg 2ed (1� ed)(1�he) ed (1� ed)(1�he +hg)

gg 0 0 0 e2
d (1�hg)

2 e2
d h2

e e2
d he (1�hg)

ge 0 0 0 2e2
d hg (1�hg) 2e2

d he (1�he) e2
d ((1�hg)(1�he)+hghe)

ee 0 0 0 e2
d h2

g e2
d (1�he)

2 e2
d hg (1�he)

Fig. 7. The table showing the elements of hi j , borrowed from [19].
situation do not satisfy QND property. It seems however
that stability with respect to parameters is not ensured in
general. These would be interesting questions to be further
investigated.
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Vno =
√

p0I, Vg =
√

p1 cosφN , Ve =
√

p1 sinφN

Vgg =
√

p2 cos2 φN , Vge = Veg =
√

p2 cosφN sinφN ,

Vee =
√

p2 sin2 φN ,

3See the proof of robustness in Amini et al., Automatica, 2013.
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Experimental data

An open-loop trajectory
starting from coherent
state with an average of
3 photons relaxes
towards vacuum
(decoherence due to
finite photon life time
around 70 ms) and a
closed-loop trajectory

Detection efficiency 40%
Detection error rate 10%
Delay 4 sampling periods

Truncation to 9 photons

Stabilization around 3-photon state
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Thank you !
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