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(X-ray) Clusters Cosmology
• Clusters are exponentially sensitive tracers of

growth of structures

• A signature of clusters is the hot (~107 K), extended 
X-ray ICM

• eROSITA (PSF, sensitivity) was designed to be able 
to detect >105 clusters (Pillepich+ 2018)
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Rosati, Norman, Borgani 2002
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Figure 12: The sensitivity of the cluster mass function to cosmological models.
(Left) The cumulative mass function at z = 0 for M > 5× 1014h−1M" for three
cosmologies, as a function of σ8, with shape parameter Γ = 0.2; solid line: Ωm =
1; short–dashed line: Ωm = 0.3, ΩΛ = 0.7; long–dashed line: Ωm = 0.3, ΩΛ = 0.
The shaded area indicates the observational uncertainty in the determination
of the local cluster space density. (Right Evolution of n(> M, z) for the same
cosmologies and the same mass–limit, with σ8 = 0.5 for the Ωm = 1 case and
σ8 = 0.8 for the low–density models.
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Figure 13: (Left) The cumulative X-ray temperature function for the nearby
cluster sample by Henry & Arnaud (1991) and for a sample of moderately distant
clusters (from Henry 2000). (Right) Probability contours in the σ8–Ωm plane from
the evolution of the X-ray temperature function (adapted from Eke et al. 1998).

The Virgo Collaboration; Jenkins et al. 1998

See Emmanuel Artis’ talk
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eROSITA on SRG [Predehl et al. 2021]

• Large Effective area (~1300 cm2 @1keV)
• Large Field of view: 1 degree (diameter) 
• Half-Energy width (HEW) ~18” (on-axis, point.); ~30” (FoV avg., survey)

• Positional accuracy: ~4.5” (1σ)
• X-ray baffle: 92% stray light reduction
• pnCCD with framestore: 384x384x7~106 pixels (9.4”), no chip gaps, no ‘out of time’ events, 
• Spectral resolution at all measured energies within specs (~80eV @1.5keV)

4Merloni, ICTS, 22/05/2024



Large Effective Area

Effective area at 1keV comparable with XMM-Newton
5Merloni, ICTS, 22/05/2024

~1300 cm2 (FoV avg. @1keV) 



eROSITA’s advantage: 
large Field of View and Grasp

Moon diameter
30 arcmin

XMM-Newton
Field of view ~ 30 arcmin

eROSITA
Field of view ~ 62 arcmin

+

Chandra 
Field of view ~ 17 arcmin

Scanning feature

Grasp (= survey speed) 
- 5 x XMM-Newton 
- 100 x Chandra (today)

=

SRG/eROSITA 0.2-2 keV image of 
A3391/3395

(Reiprich et al. 2021)

0 0.00012 0.00036 0.00084 0.0018 0.0037 0.0075 0.015 0.03 0.06 0.12

1 degree

3 Observing modes: 
continuous scan (survey), field scan, pointing 
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SRG/eROSITA 0.4-3.0 keV Abell 3391/3395
30’

0.4-0.8: red
0.8-1.5: green
1.5-3.0: blue

Gaussian 
adaptive 
smoothing
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A large Halo L2 orbit

Sunyaev et al. 2021



X-ray Background @ L2
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1) Background much less variable than in the XMM and Chandra data
2) A factor of ~3 higher particle bkgnd than predicted in the White Book -> Instrument mass model
3) Less fluorescence lines than EPICpn due to graded shields
4) But: iron line (+others) likely from impurities in the graded shield itself



Calibration: Energy scale
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A&A proofs: manuscript no. output

Appendix B: Testing the energy calibration2201

An excellent target for testing the energy calibration is the2202

oxygen–rich SNR 1E 0102-7219 (in the following abbreviated2203

as 1E0102), the brightest SNR in the SMC. It is characterized2204

by strong emission lines of O, Ne, and Mg, exhibits only lit-2205

tle ‘contaminating’ emission from Fe, it is su�ciently compact2206

to utilise the high spectral resolution provided by slitless X–2207

ray gratings (XMM-Newton RGS and Chandra HETG), yet ex-2208

tended enough to minimise any problems with pile–up. This ob-2209

ject has been adopted as a standard calibration source by the In-2210

ternational Astronomical Consortium for High-Energy Calibra-2211

tion (IACHEC), which has developed a standard (purely empiri-2212

cal) model specifically designed for calibration (Plucinsky et al.2213

2017).2214

In Fig. B.1 we show spectra of 1E0102 taken in dedicated2215

calibration observations on 2019 Nov 7 – 8 (60 – 61 ks, 16 ks for2216

TM6), and on 2021 Nov 26 – 27 (47 – 49 ks, 21 ks for TM4),2217

thus covering a time span of more than 2 years. The data were2218

taken with the same onboard processing mode which was used2219

in eRASS. A major di↵erence, however, were the CCD temper-2220

atures, which ranged during the first observation between -85.52221

and -84.6 C, and during the last observation between -77.9 and2222

-77.0 C. When comparing both observations it should also be2223

considered that, although 1E0102 was observed on–axis, its pre-2224

cise location on the CCDs was di↵erent between both observa-2225

tions.2226

Spectra were extracted with the eSASS tasks evtool and2227

srctool for each observation and each TM (except for TM52228

and TM7, which are a↵ected by the light leak), separately for2229

a source and a background region. A circular source extraction2230

region was used, with a radius of 1 arcmin centered on the FK52231

coordinates ↵ = 16.006258 deg, � = �72.032394 deg, and the2232

background was extracted from a circle with a radius of 5 arc-2233

min centered on the FK5 coordinates ↵ = 16.169575 deg, � =2234

�71.828828 deg.2235

The fits are based on the standard IACHEC model for2236

1E0102, which consists of 52 narrow Gaussian emission lines,2237

superimposed on an absorbed continuum. The emission lines are2238

organised into 4 groups, corresponding to emission from O VII,2239

O VIII, Ne IX, and Ne X19.2240

For an assessment of the quality of the energy reconstruction2241

we performed a combined fit of TMs 12346 from both observa-2242

tions (10 spectra in total), using only single pixel events. We ap-2243

plied the standard IACHEC model and treated the normalisations2244

of the O VII, O VIII, Ne IX, and Ne X line complexes as free, but2245

TM independent, parameters (4 free parameters). Only the over-2246

all normalisation was adjusted individually for each TM (10 free2247

parameters). We allowed for TM specific shifts of the energy2248

scales by XSPEC ‘gain fits’, with all slopes fixed to 1.0 and the2249

10 individual o↵sets as additional free parameters. This resulted2250

in a common fit of 10 spectra with 24 free parameters. The fit2251

yields �2 = 4055.2 for 2290 degrees of freedom, or �2
r = 1.772252

(Fig. B.1), and the mean energy shift is �1.3 eV for the first and2253

+2.2 eV for the last observation, with a scatter of ±1.0 eV and2254

±3.0 eV.2255

These long pointed observations of a line–rich SNR repre-2256

sent a benchmark test of the energy calibration. Considering that2257

the calibration requirements for eRASS spectra are more relaxed2258

due to the much shorter exposure times, we conclude that the en-2259

ergy calibration is su�ciently accurate for the sources detected2260

in the eROSITA all–sky survey.2261

19 This model spectrum is available at https://wikis.mit.edu/
confluence/display/iachec/\Thermal+SNR.

Fig. B.1. eROSITA spectra of the SNR 1E 0102-7219, taken with
TM12346 in Nov 2019 and 2021.

Appendix C: The NRTA pipeline 2262

As outlined in Sect. 3.1, the field of view of eROSITA, which has 2263

a diameter of roughly one degree, scans the sky continuously 2264

with a rotational period of four hours and visits each position 2265

in the sky typically for six consecutive scans. Each position is 2266

then revisited roughly six months later. This cadence provides 2267

a unique opportunity to identify and study transient phenomena 2268

in the X-ray sky and o↵ers a compromise between time resolu- 2269

tion and sensitivity. The survey schedule of eROSITA does not 2270

allow for interruptions in order to perform pointed observations, 2271

therefore fast identification of transient events and the communi- 2272

cation to other facilities, also in other wavelength bands, is vital. 2273

To this end the NRTA pipeline was developed. Its purpose is to 2274

analyse the science data on ground as soon as it is ready at MPE 2275

and alert the appropriate team of scientists for a given event who 2276

can then decide the correct course of action. Beyond this, the 2277

NRTA also aids in some technical aspects of the maintenance of 2278

the eROSITA instrument. 2279

One of the highest priorities is the identification of bright X- 2280

ray transients, especially if they are not known. To this end, the 2281

NRTA runs an implementation of the Bayesian Blocks algorithm 2282

developed by Scargle et al. (2013) on the raw detector count rates 2283

of TMs 1, 2, 3, 4, and 6. The algorithm is disabled for TMs 5 and 2284

7 because their optical light leak causes strong fluctuations in the 2285

count rates. When a bright source passes the field of view a sig- 2286

nificant excess of the count rate is expected which can be recog- 2287

nised by the algorithm. This excess is expected to have a duration 2288

of roughly 40 s. After additional filtering to exclude such periods 2289

of increased count rate caused by artefacts from the CE, each of 2290

these time windows is marked for source detection. An exem- 2291

plary detector light curve of TM 6 for a bright source passing 2292

through the field of view and the resulting Bayesian Blocks is 2293

shown in Fig. C.1. 2294

For all sources, either detected by source detection or in- 2295

gested as point sources externally into the pipeline, a variety of 2296

products are extracted using the srctool task from the eSASS, 2297

most notably the spectrum and the light curve for the pass of the 2298

source through the field of view. Based on these data and possi- 2299

bly the information from the source detection, additional custom 2300

parameters tailored for specific science cases are calculated, like 2301

count rates in di↵erent energy bands, the signal-to-noise ratio, 2302

Article number, page 34 of 39

eROSITA spectrum of SNR 1E 0102-7219

G. Ponti, X. Zheng et al. (2022)

Instrumental background 
(particles + detector noise)
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Calibration: PSF

11Merloni, ICTS, 22/05/2024

Merloni et al. 2024

Merloni, A., et al.: A&A proofs, manuscript no. aa47165-23
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Fig. A.1. Comparison of different survey-averaged eROSITA PSFs. Shown are the PSFs in the bands 0.2–2.3 keV (left panels), 2.3–5.0 keV
(central panels), or for the individual TMs from stacking in 0.2–2.3 keV (right panels). The PSF models shown are the survey-averaged shapelet
PSFs, those obtained by stacking sources (see text in Appendix A for more details) and those from ground-based measurements using PANTER.
The top row of panels show the PSF surface brightness profiles, normalised within 4 arcmin radius, where the vertical lines plot the FWHM values.
The second panels down show the fractional difference of the surface brightness of each PSF from the average stacked profile. The third panels
down show the cumulative signal as a function of radius, plotting the HEWs as vertical lines. The lowest panels show the fractional difference of the
cumulative profiles to the average stacked profile. The shapelet PSFs are those used for fitting the energy band given, the stacked PSF is weighted
by the spectra of the input sources, and the PANTER PSF is obtained at the monochromatic energy specified, which is chosen to be representative
of the source photons in the band. The shapelet PSF is plotted as a dashed line outside a radius of 1 arcmin, the maximum used for fitting in the
source detection pipeline. In the two leftmost columns, the PSF images were rebinned with 4 arcsec pixels where necessary for a fair comparison.
In the rightmost column, we show the best fitting model and uncertainties, rather than stacked, rescaled and rebinned count profiles. The FWHMs
quoted are sensitive to the pixelisation used and the inner value, and so should be used with care. HEWs were computed from minimally-binned
images.

Article number, page 31 of 38

Survey HEW ~30” 
[0.2-2.3 keV]



Flux (ARF) calibration: 
Comparison with 4XMM

12Merloni, ICTS, 22/05/2024

Photometric consistency with 4XMM better than ~10% in 0.2-2 keV 
[expected mis-calibration ~6%]; much larger offset in 2.3-5 keV (up to 30% Aeff mis-calibration?)



SRG Programmatics

2019 2020 2021 2022 2023 2024 2025

Launch

CalPV:
Calibration and

Performance Verification

eRASS1

July 1st 2021: EDR 
CalPV data

and associated papers

DR1
eRASS1
Q3 2023

eRASS2 eRASS4
eRASS3

eRASS5 eRASS6

DR2
eRASS:3
Q4 2024

TBC

eRASS7

eRASS8
All-sky survey

DR3
All-sky survey

Q1 2026
TBC

2.5-years pointed observations
GTO/GO phase

2026

26.2.2022
eROSITA in safe mode

eRASS = eROSITA All-Sky Survey

Merloni, ICTS, 22/05/2024 13

- Early Data Release (EDR) in 2021: several fields, including eFEDS mini-survey
- DR1 on 31.1.2024
- DR2 (eRASS:4.x) TBD (about two years from now)



The All-Sky Surveys by Numbers
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• Completed 4 all-sky survey (12/2019 – 12/2021)
• Uniform exposure, avg.~800s; up to 120ks at the Ecliptic Poles (confusion limited)
• Very few background flares, flexible mission planning: no gaps in exposure
• ~1.6 Billion 0.2-5keV calibrated photons (~350 Gb telemetry)
• Typical (point-source) sensitivity: 

• Single pass (eRASS1,2,3,4)
• ~5x10-14 erg/s/cm2 [0.2-2.3 keV]; 4-5x deeper than RASS 
• ~7x10-13 erg/s/cm2 [2.3-5 keV]

• Cumulative (eRASS:4)
• ~2x10-14 erg/s/cm2 [0.2-2.3 keV]
• ~2x10-13 erg/s/cm2 [2.3-5 keV]

• eRASS1 (half-sky): 0.9M point sources ~doubles the number of known X-ray sources!
• eRASS:4 (half-sky): 2.8M point sources; 87k extended; ~45k confirmed clusters
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https://www.mpe.mpg.de/7991089/erass1-presskit



The eRASS1 (soft) photon Pie
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CXB

FWC

PS

Ext.

Diffuse 
Foreground CGM

LHB

SWCX

0.2-2.0 keV

~340 Million calibrated events

- 107 Million CXB photons
- 67 Million MW Hot CGM 

photons (58M halo + 9M 
‘Corona’; Ponti+’23)

- 63 Million Instrumental BKG 
photons (FWC)

- 34 Million Local Hot Bubble 
photons

- 27 Million Solar Wind Charge 
Exchange photons

- 32 Million Point Sources’ 
photons
- 24 Milllion AGN photons; 8 

Million Stars photons
- 8 Million Extended Sources’ 

photons
Merloni et al. (2024)
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eROSITA-DE Data Release 1 products

Merloni et al. (2024)

• Software
• Calibration DB
• Attitude files
• Exposure maps
• Events
• Count rate maps
• Source catalogues
• X-ray Spectra
• Light-curves

erosita.mpe.mpg.de/dr1/



eRASS1 in time domain

eRASS1 cts rate image
Movie courtesy 
of J. Sanders (MPE)

Merloni, ICTS, 22/05/2024 18
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• 50 msec [Readout]: Time resolution of 
each CCD (frame readout cycle)

• 40 sec [Visit]: Scan speed + 1 deg. FoV
(avg effective exposure)

• 4 hours [eRoday]: Rotation period of 
SRG (Interval between scans/visits)

• 1 day [Visibility]: avg. visibility length 
(~6 visits)

• 6 months [eRASS]: one complete all-sky 
survey (revisit period for most of the sky)

• 2 years: 4 all-sky surveys

eRASS:3 “Visits” Map

eRASS: Timescales
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Article

X-ray detection of a nova in the fireball phase

Ole König1ಞᅒ, Jörn Wilms1ಞᅒ, Riccardo Arcodia2, Thomas Dauser1, Konrad Dennerl2, 
Victor Doroshenko3, Frank Haberl2, Steven Hämmerich1, Christian Kirsch1, 
Ingo Kreykenbohm1, Maximilian Lorenz1, Adam Malyali2, Andrea Merloni2, Arne Rau2, 
Thomas Rauch3, Gloria Sala4,5, Axel Schwope6, Valery Suleimanov3, Philipp Weber1 & 
Klaus Werner3

Novae are caused by runaway thermonuclear burning in the hydrogen-rich envelopes 
of accreting white dwarfs, which leads to a rapid expansion of the envelope and the 
ejection of most of its mass1,2. Theory has predicted the existence of a ‘"reball’ phase 
following directly on from the runaway fusion, which should be observable as a 
short, bright and soft X-ray #ash before the nova becomes visible in the optical3–5. 
Here we report observations of a bright and soft X-ray #ash associated with the 
classical Galactic nova YZ Reticuli 11 h before its 9 mag optical brightening. No X-ray 
source was detected 4 h before and after the event, constraining the duration of the 
#ash to shorter than 8 h. In agreement with theoretical predictions4,6–8, the source’s 
spectral shape is consistent with a black-body of 3.27+0.11

−0.33 × 105 K (28.2+0.9
−2.8 eV), or 

a white dwarf atmosphere, radiating at the Eddington luminosity, with a photosphere 
that is only slightly larger than a typical white dwarf.

During its second all-sky survey (2020 June 26 to 2020 December 15), 
the eROSITA instrument9 on board Spectrum-Roentgen-Gamma (SRG)10 
scanned the field around αJ2000.0 = 03 h 58 min 30 s, δJ2000.0 = −54° 46′ 41″, 28 
times, with each scan separated by 4 h. No source was detected for the 
first 22 scans. During the 23rd passage over the position, which started 
on t0 = 2020 July 7, 16 h 47 min 20  s TT, a new and extremely bright source 
was detected (Fig. 1). No source was visible in the subsequent scans, con-
straining the event’s duration to less than 8 h. The position coincides with 
the location of Nova YZ Reticuli (= EC 03572−5455 = Nova Reticuli 2020),  
for which an optical outburst was discovered11 on 2020 July 15, 14 h 09 min 
UT. Subsequently, the object was classified as a classical He/N Galactic 
nova12,13 with a geometric distance of 2.53+0.25

−0.26 kpc.
Figure 2 shows the combined multi-wavelength light curve of YZ Ret. 

At t0 – 3.5 days, All-Sky Automated Survey for Supernovae (ASAS-SN) 
monitoring indicates the source close to the 16.4 mag detection limit 
at 15.8 mag. At t0 + 2.2 h an optical (V-band) non-detection with a lower 
limit of 5.5 mag was reported14,15, followed by a fast brightening at 
t0 + 11.3 h (2020 July 8, 04 h 05 min 58 s UT). The nova reached a peak 
V-band brightness of 3.7 mag (ref. 15) at t0 + 4.1 days, making it visible to 
the naked eye and the second brightest nova of the decade. From this 
chronology of the events, we conclude that eROSITA has detected the 
X-ray ignition flash of a nova and that the X-ray flash happened a few 
hours before the optical rise, as theoretically predicted1,5,7.

In other wavelengths, Fermi/LAT detected significant γ-ray emission 
starting at t0 + 2.8 days (ref. 16), and a NuSTAR observation detected 
hard X-rays at t0 + 10.3 days (ref. 17). The hard emission is due to internal 
shocks within the expanding shell. Starting approximately two months 
after the X-ray flash, multiple missions17, including eROSITA (Extended 
Data Fig. 1), showed that YZ Ret had entered the supersoft state.

The progenitor of YZ Ret is the known white dwarf (WD) system 
MGAB-V207 (ref. 18), which had a pre-eruption orbital period of 

0.1324539(98) days (ref. 19). Irregular variations in the optical before 
the nova event indicate the system to be a VY Scl type cataclysmic vari-
able17. The nature and composition of the WD are still unclear17.

Spectral analysis
During the eROSITA detection of the flash, YZ Ret was in the field-of-view 
(FoV) for 35.8 s, with a count rate in excess of 1,000 counts s−1 (see 
Fig. 2b). Although the strong signal makes the detection of the flash 
unambiguous, it complicates a more detailed analysis of the properties 
of the nova: eROSITA’s detectors are severely affected by photon pile-up 
at such high count rates. The non-linear distortion of the spectral infor-
mation requires careful modelling of the response of the instrument 
to such a bright source. As discussed in more detail in the Methods 
section, our approach includes simulations using the same observing 
strategy as in the real observation. The Simulation of X-ray Telescopes 
(SIXTE)20 software package is a generic Monte Carlo toolkit for X-ray 
astronomical instrumentation and has been particularly tailored to 
model pile-up in the eROSITA detectors. The simulations enable us to 
perform a quantitative analysis and robustly recover the basic prop-
erties of the source even when considering the remaining systematic 
uncertainties. In the following, unless mentioned otherwise, all uncer-
tainties denote 3σ confidence levels.

We investigate the data using three different models representative of 
the range of expected spectral shapes, an empirical black-body, an opti-
cally thin collisional plasma (APEC)21 and a WD atmosphere model22,23. 
The best-fitting models are shown in Fig. 3 and in Extended Data Table 1. 
For the black-body model, we find that the spectrum can be best 
described at a 0.2–10 keV absorbed flux of 1.86+0.38

−0.23 × 10−8 erg cm−2 s−1  
with a temperature of kTBB = 28.2+0.9

−2.8 eV (3.27+0.11
−0.33 × 105 K), where 

k is the Boltzmann constant. The foreground and internal absorption 
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• 50 msec [Readout]: Time resolution of 
each CCD (frame readout cycle)

• 40 sec [Visit]: Scan speed + 1 deg. FoV
(avg effective exposure)

• 4 hours [eRoday]: Rotation period of 
SRG (Interval between scans/visits)

• 1 day [Visibility]: avg. visibility length 
(~6 visits)

• 6 months [eRASS]: one complete all-sky 
survey (revisit period for most of the sky)

• 2 years: 4 all-sky surveys

eRASS:3 “Visits” Map

eRASS: Timescales
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Fig. 2. Top: the distribution of the four eROSITA QPEs (A21; A24)
in the luminosity-redshift plane. Bottom: X-ray luminosity function of
eROSITA QPEs (green), expressed both in Mpc�3 and per galaxy, as a
function of the average peak 0.5 � 2.0 keV luminosity. The three bins
adopted in hlog Lpeak

0.5�2.0 keVi are 41.7� 42.3, 42.3� 42.8 and 42.8� 43.3,
containing two, one and one QPEs, respectively. The green line and
related contours represent the median and 16-84th percentiles of the fit
power-law model, with a slope ⇡ �2. The two grey points represent the
rates from eRO-QPE1 and eRO-QPE2 alone (A21) in two bins of 1 dex,
to highlight the small e↵ect of adding new discoveries.

exposure is ⇠ 40 s long, we shift this filter by ⇠ 40 s for enough
times to cover at least one or a few full cycles of each QPE
source. This time shift is adopted to be ⇠ 4.5 d for eRO-QPE1
(given the high scatter observed; A21; Chakraborty et al. 2024),
⇠ 5 h for eRO-QPE2, ⇠ 20.5 h for eRO-QPE3 and ⇠ 20 h for
eRO-QPE4. If needed, the observed light curves are looped, en-
suring that the observed average quasi-periodicity is maintained
within the observed scatter. Then, we compute the detection e�-
ciency as follows. For each scan with the eRASS mock filter, we
consider it a QPE detection if at least two mock visits are found
to be brighter than the count rate threshold (described above),
with at least a visit in between which is below. Otherwise, the
scan is considered unsuccessful. This directly compares with
our actual QPE search (Sect. 2). The inferred e�ciency, com-
puted for each source separately, is therefore the ratio between
the number of QPE detections and the total number of scans
attempted with the filter. This e�ciency can be interpreted as
the probability that a given existing QPE source, with proper-
ties like those discovered, would trigger our search with a base-
line of two eRASS. Since QPEs outlast the entire baseline given
by all eRASS, we treat the two eRASS as consecutive for sim-
plicity. We repeat the e�ciency calculation 10000 times, draw-
ing the count rate threshold from a Gaussian distribution given
by the observed mean and standard deviation (Fig. 1). We re-
mind that this threshold is converted from the observed eRASS
count rate of eRO-QPE2 with its 1� uncertainty (A21). For a
given QPE source (QPEn), each draw i provides a di↵erent ef-
ficiency (⇠i, Fig. 1) and a di↵erent maximum detectability lumi-
nosity distance (dLmax,i), volume (Vmax,i, corrected by �A = 0.5
since eROSITA-DE contains half of the entire sky) and redshift
(zmax,i).

3.2. Calculating volumetric rates

We adopt three bins in hlog Lpeak
0.5�2.0 keVi, namely 41.7 � 42.3,

42.3 � 42.8 and 42.8 � 43.3. The lowest bound of 41.7 is chosen
as it is the lowest peak flux shown in the eRASS light curves
by any eROSITA-discovered QPE source. This choice is also
supported by the simulations reported in Appendix A, since the
eRASS detection e�ciency is zero below this luminosity even in
the low-z Universe. These bins contain two, one, and one QPE
sources, respectively. For each luminosity bin � log Lj we com-
pute the volumetric rate Rvol, j by maximizing the mean Poisson
likelihood obtained from the distribution of 10000 iteration, each
giving, given the rate and k detections, pi(k|Rvol, j) = e��i�k

i /k!,
where �i = Rvol, j ⇠i Vmax,i �A. This calculation approximates the
distribution of QPE sources over luminosity and redshift with
the known detected eROSITA QPEs, the total volume with Vmax
and that the nuisance parameters (e.g., ⇠i and Vmax,i) are dis-
tributed according to the count rate measurement uncertainties
used as sensitivity. The 1� uncertainties on the mean Poisson
distribution are taken at the points where the likelihood drops by
a factor of e�0.5. We plot the resulting X-ray luminosity func-
tion of QPEs in the bottom panel of Fig. 2. The top subpanel
of Fig. 2 shows instead the redshift-luminosity plane, where
the luminosity uncertainties reflect the diversity in peak lumi-
nosity observed rather than the statistical uncertainty on an in-
dividual peak estimate. Comparing with the luminosity func-
tion of TDEs (Yao et al. 2023) we note a similar decrease of
a factor ⇡ 100 per luminosity decade. We fit a power-law re-
lation through the luminosity function of Fig. 2, with uncer-
tainties on both axes, using Ultranest (Buchner 2021), with
log� = ↵0+�0 ⇤ (log Lpeak

0.5�2.0 keV�42), where� = dRvol/d log L.
We obtained a slope with median (and 16th-84th percentiles)
of �0 = �1.83+0.73

�1.03, with a normalization ↵0 = �6.16+0.85
�0.54. We

show the median (and 16th-84th percentile contours) power-law
function in green in Fig. 2. Integrating this function within its
uncertainties above log Lpeak

0.5�2.0 keV > 41.7 we obtain a median
(and related 16th-84th percentiles) volumetric abundance rate of
Rvol = 0.60+4.73

�0.43 ⇥ 10�6 Mpc�3.
We assume a volumetric density of galaxies with a stel-

lar mass within 108.5�10.5, which includes that of the known
eROSITA QPEs (A21; A24), of ⇠ 1.65 ⇥ 10�2 Mpc�3 (Baldry
et al. 2012). Therefore, our volumetric abundance rate corre-
sponds to a per-galaxy abundance rate of Rgal = 0.362.87

�0.26 ⇥
10�4 gal�1, above an intrinsic average log Lpeak

0.5�2.0 keV > 41.7.
This implies that at any time, roughly one in 10000 galaxies
in that stellar mass range is erupting quasi-periodically. Relat-
ing this to a formation rate relies on assumptions on the typical
QPE lifetime. Each secure QPE source as been emitting erup-
tions since discovery (even if perhaps not continuously, Miniutti
et al. 2023a), up to more than 20 years (G20). Therefore, we
assume a typical lifetime of ⌧life ⇡ 10 years as an example, but
leave it as a free parameter. This yields a formation rate Rgal/⌧life
of approximately a ⇡ 0.4⇥10�5(⌧life/10 y)�1 per galaxy per year
or Rvol/⌧life ⇡ 0.6 ⇥ 10�7(⌧life/10 y)�1 per Mpc3 per year.

3.3. Assumptions and approximations

Since the overall QPE activity, excluding potential short phases
with disappearance (Miniutti et al. 2023a), appears to last years
to decades (M19; G20; A21; A24; Miniutti et al. 2023a), QPEs
outlast a given survey. Therefore, observed rates can be directly
compared to abundance volumetric rates, whilst inferring for-
mation rates strongly relies on the unknown typical lifetime of
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QPEs. The calculation of intrinsic abundance rates itself is also
a↵ected by two major factors. One is astrophysical, namely the
knowledge of the intrinsic QPE population, its intrinsic peak lu-
minosity, duration and recurrence distributions and if and how
they relate. The other is observational, namely the detection ef-
ficiency of a given instrument. Estimating the latter is possible
with eROSITA, given its relatively homogeneous survey strat-
egy (Merloni et al. 2024) and our detection algorithm purposely
designed to search for QPE-like flares (see Section 3.1). The
former is by nature unknown and it is particularly di�cult for
QPEs given the wide diversity in timing properties (i.e. dura-
tion and recurrence of eruptions and their evolution over time)
within only a handful of known sources (M19; G20; A21; A24;
Chakraborty et al. 2021; Arcodia et al. 2022; Miniutti et al.
2023a,b; Chakraborty et al. 2024; Giustini et al., in prep.).

In this work, we adopt the properties of the four known
eROSITA QPEs as representative of the population. The argu-
ments presented in the previous sections had the objective to
provide a (qualitative) validation of this approach. For instance,
eRO-QPE2 (A21) and eRO-QPE3 (A24) have compatible aver-
age peak X-ray luminosity, but widely di↵erent burst durations
(⇠ 0.5 h and ⇠ 3 h, respectively) and recurrences (⇠ 2.4 h and
⇠ 20 h, respectively). Most importantly, they reside in the most
intrinsically populated luminosity bin. Therefore, as long as the
burst properties of eRO-QPE2 and eRO-QPE3 span the bulk of
the intrinsic population, we do not expect to dramatically under-
estimate or overestimate the intrinsic rates provided here. Fur-
thermore, none of the QPE sources discovered so far seem to
have a severely skewed e�ciency distribution towards high val-
ues (Fig. 1), thus eROSITA did not select only the sources which
are the easiest to find with its sampling. More quantitatively, we
verified these assumptions a posteriori, by simulating QPE light
curves with various peak luminosity, recurrence and duration of
the eruptions. We computed the eRASS detection e�ciency of
these mock light curves and concluded that, based on the cur-
rent knowledge on QPEs, the known eROSITA-discovered QPE
sources are not a significantly biased draw from the intrinsic pop-
ulation. Hence, they can indeed be used for a meaningful first
estimate of their intrinsic rate. We report more details on the
simulations in Appendix. A.

Nevertheless, several complications remain, that may a↵ect
the calculations presented in this work. In particular, the dis-
covery rate of QPEs in the eROSITA data is, to some extent,
relying on subjective criteria based on visual inspection, as we
discussed at length in Section 2. However, we note that eRO-
QPE1 and eRO-QPE2 were the only two QPEs found with a sin-
gle consistent method (A21) using only eRASS1 and eRASS2
data. However, performing the same calculation above for eRO-
QPE1 and eRO-QPE2 with two luminosity bins of one dex (41.5-
42.5 and 42.5-43.5) seems to yield consistent results (grey points
in Fig. 2). Finally, we note that the inferred rates are not cor-
rected for X-ray absorption. Known QPE sources are rather un-
absorbed (M19; G20; A21; A24; Chakraborty et al. 2021), with
only eRO-QPE2 being absorbed by a moderate column density
(NH ⇠ 3 ⇥ 1021 cm�2; A21). As a rough estimate, one may con-
sider that the current rates underestimate the intrinsic QPE pop-
ulation by a factor / 2, following results of the fraction of ob-
scured nuclear super-massive black holes (e.g., Buchner et al.
2015; Carroll et al. 2023).

4. Summary and future prospects

X-ray quasi-periodic eruptions are the most recent addi-
tion to the group of extragalactic nuclear transients. In

Fig. 3. The QPE formation rate Rformation as a function of ⌧life is shown
with a green line and contour, for median and 1� range, respectively. It
is computed above log Lpeak

0.5�2.0 keV > 42.5 for direct comparison with the
X-ray TDE formation rate from Sazonov et al. (2021), shown in dark
red. TDE rates from optical (Yao et al. 2023) and infrared (Masterson
et al. 2024) searches are also shown, as shown in the legend. Within
the “QPE = TDE + EMRI” scenario (e.g., Franchini et al. 2023; Linial
& Metzger 2023), on the order of ⇡ 0.01 (⌧life/10 y)�1 of galaxies with
TDEs could later on show signatures of QPEs.

this work, we report the first volumetric abundance rate of
QPEs, computed with the first four eROSITA discoveries
(A21; A24). We obtained Rvol = 0.60+4.73

�0.43 ⇥ 10�6 Mpc�3

above an intrinsic average log Lpeak
0.5�2.0 keV > 41.7, or

Rgal = 0.362.87
�0.26 ⇥ 10�4 gal�1. This yields a formation rate

Rgal/⌧life ⇡ 0.4 ⇥ 10�5(⌧life/10 y)�1 gal�1 year�1 or Rvol/⌧life ⇡
0.6�7(⌧life/10 y)�1 Mpc�3 year�1, which, however, depends on
the unknown QPE lifetime ⌧life.

This formation rates agrees to zeroth-order with that inferred
by some of the proposed models on QPEs triggered by sec-
ondary orbiters (e.g., Zhao et al. 2022; Lu & Quataert 2023;
Linial & Metzger 2023), naturally within the large uncertainties
and variables in play. However, the qualitative predictions on the
emission mechanism and resulting luminosity of these modeled
systems prevent us from making more quantitative comparisons
with our observed rates, computed above log Lpeak

0.5�2.0 keV > 41.7.
Here, we instead attempt a more agnostic comparison between
QPE rates and those of other extragalactic nuclear transients like
TDEs. Given the apparent dichotomy (e.g., Malyali et al. 2023;
Guolo et al. 2023) between TDEs discovered in the optical (e.g.,
Yao et al. 2023) and X-rays (e.g., Sazonov et al. 2021), now
with the further latest discoveries via infrared selection (Master-
son et al. 2024), this comparison requires particular care. The
most direct, thus reliable, comparison can be performed with
the X-ray TDE rate from Sazonov et al. (2021). Thus, we in-
tegrate our QPEs luminosity function (Fig. 2) starting from the
same value (log Lpeak

0.5�2.0 keV > 42.5) and obtain a formation rate
Rformation = Rvol/⌧life ⇡ 2 ⇥ 10�9(⌧life/10 y)�1 Mpc�3 year�1.
We plot Rformation as a function of ⌧life in Fig. 3 together with
the X-ray TDEs value from Sazonov et al. (2021). Based on
Fig. 3, and assuming the “QPE = TDE + EMRI” scenario (e.g.,
Franchini et al. 2023; Linial & Metzger 2023), this would im-
ply that on the order of ⇡ 0.01 (⌧life/10 y)�1 of galaxies with
(X-ray bright) TDEs could later on show signatures of QPEs.
Integrated formation rates of optically- (Yao et al. 2023) and
infrared-selected TDEs (Masterson et al. 2024) agree with the X-
ray TDEs estimate, although they should be compared with cau-
tion given the complex time-evolving and inhomogeneous multi-
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Light curve analysis using eRASS1 to eRASS5

single decline 
single brightening 
others (excluded)

3. Archival X-ray data

4. Lightcurves

Size ~ flux

5. Spectral modelling

6. Optical data 
if available

~300 TDE candidates

eRASS1 & eRASS2  
source catalogues1.

Variability catalogue 
Amplitude,Sig.>4

>1 Million each ~2400 

2. NWAY LS10 
counterparts

Cuts (exclude stars & AGNs) 
|BII| > 10, parallax significance < 3,

W1 - W2 < 0.5, PSF cut, 
color cut (STAREX) ~700 

(Grotova+ in prep)

Size ~ flux

Searching for TDE in eROSITA (eRASS:5 data)   
Grotova et al. in prep.



Golden Sample: super-soft X-ray spectra

3. Archival X-ray data

4. Lightcurves

Size ~ flux

5. Spectral modelling

6. Optical data 
if available

~25 Golden Sample

eRASS1 & eRASS2  
source catalogues1.

Variability catalogue 
Amplitude,Sig.>4

>1 Million each ~2400 

2. NWAY LS10 
counterparts

Cuts (exclude stars & AGNs) 
|BII| > 10, parallax significance < 3,

W1 - W2 < 0.5, PSF cut, 
color cut (STAREX) ~700 

kT~90eV

(Grotova+ in prep)

Size ~ flux
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See also Sazonov et al. 2021

Grotova et al. in prep.
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SRG/eROSITA 0.6-1.0 keV

IKI MPE
Credit: Sanders, Brunner (MPE); Churazov, Gilfanov (IKI) 

The eROSITA Bubbles
Predehl et al. 2020



Fermi (>1GeV) vs. eRASS1, 0.6-1 keV
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Credit: Khabibullin, Selig (MPA)  



The eROSITA Bubbles
• LX,tot~1039 erg/s
• Energetics:

– Assume kT=0.3 keV and abundances of 
0.2 Solar

– Shock with M~1.5 (from T jump)
• Etot~1056 erg (~ 10x Fermi bubbles!)

– Age~20 Myr
– Energy release rate of ~1-3×1041

erg/s
• Gas Cooling time ~2 x 108 years (>> age 

of bubbles)
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Predehl, Sunyaev et al. Nature (2020)

Shock Front

Contact discontinuity
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Narrow band maps: OVII and OVIII
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Zheng et al., submitted



  Pseudo-temperature map from Oviii/Ovii
➜  Thick (~10º) shell of  (colder?) plasma 
at the interface with the Galactic outflow Xueying Zheng

Zheng, GP+23

c

➜ ∆kTCGM ~ 12% between north and southCGM pseudo-kT 
map eRASS1

➜ ∆kTCGM < 4% on small (2º-20º) scales 
Merloni, ICTS, 22/05/2024 30

Pseudo-temperature map from OVIII/OVII

Zheng et al., submitted
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Table 9. Comparison among main catalogs from previous X-ray missions operating, at least partly, in the ‘classical’ X-ray energy range (⇠0.2–10
keV).

Catalogue [Mission] Nobjects Time span fArea Energy coverage Reference

4U [Uhuru ] 339 1970–1972 0.97 2.0–6.0 keV (1)
3A [Ariel-V] 250 1974–1979 1.0 2.0–10 keV (2)
A1 [HEAO-1] 842 1977–1978 1.0 0.25–25 keV (3)
IPC [Einstein ] 4000 1978–1981 0.33 0.3–3.5 keV (4)
2RXS [ROSAT ] 135 000 1990 1.0 0.1–2.4 keV (5)
WGACAT [ROSAT ] 84 000 1991–1995 0.18 0.1–2.4 keV (6)
CSC2.1 [Chandra ] 400 000 1999–2022 0.019 0.2–7.0 keV (7)
4XMM-DR12 [XMM-Newton ] 630 000 2000–2022 0.031 0.2–12 keV (8)
4XMM-DR12 Hard [XMM-Newton ](⇤) 456 000 2000–2022 0.031 2–5 keV (8)
XMMSL2 [XMM-Newton ] 72 000 2001–2014 0.84 0.2–12 keV (9)
2SXPS [Swift ] 206 000 2005–2018 0.092 0.3–10 keV (10)
eFEDS [SRG/eROSITA] 27 000 2019 0.033 0.2–2.3 keV (11)
eRASS1 Main [SRG/eROSITA] 930 000 2019–2020 0.5 0.2–2.3 keV This work
eRASS1 Hard [SRG/eROSITA] 5466 2019–2020 0.5 2.3–5.0 keV This work

Notes. The column Nobjects lists the approximate number of sources in each catalogue and fArea is the fraction of the sky observed. (⇤)The 4XMM-
DR12 Hard catalogue (not shown in the figure) is derived from the 4XMM-DR12 by taking all sources for which the 2–5 keV flux is larger than
the quoted 2–5 keV flux error.
References. (1): Forman et al. (1978); (2): Warwick et al. (1981); (3) Wood et al. (1984); (4) heasarc.gsfc.nasa.gov/W3Browse/einstein/
ipc.html, Harris (1990); (5): Boller et al. (2016); (6): heasarc.gsfc.nasa.gov/W3Browse/rosat/wgacat.html; (7) cxc.cfa.harvard.
edu/csc/about2.1.html; (8) Webb et al. (2020); (9) www.cosmos.esa.int/web/xmm-newton/xmmsl2-ug; (10) Evans et al. (2020); (11)
Brunner et al. (2022).

Fig. 18. Graphical comparison of selected X-ray catalogs, based on the data presented in Table 9. For each catalogue we plot the total number of
objects vs. the time of the start of the corresponding data-taking period. Each catalogue is represented by a circle, whose radius is proportional to
the logarithm of the “discovery rate” (number of objects divided by the number of months of operations), while the shaded portion of the circle
represents the fraction of the sky covered by the catalogue. The colour coding distinguishes telescopes operating mainly in the soft (<2.5 keV; red),
hard (>2 keV; green) or broad (both soft and hard; blue) X-ray band. The datapoint corresponding to a putative 4XMM Hard catalog would sit very
close to the full-band 4XMM one.

X-ray survey capabilities culminating with the eROSITA cata-1

logues we discuss here. Simply considering the union of all the2

unique objects catalogued by any previous X-ray mission (with-3

out removing possible overlaps), the eRASS1 main catalogue4

presented here increases the number of known X-ray sources in5

the published literature by more than 60%.6

The sensitive all-sky survey nature of the project implies 7

that data are accumulated for a large variety of astronomical 8

source classes, and for a plethora of possible science applica- 9

tions, well beyond the main mission-design-driving objectives; 10

in other words, eROSITA data are endowed with tremendous 11

legacy value. Indeed, existing all-sky and/or wide-area optical/IR 12
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Fig. 5. Distributions of net counts for the Main (0.2–2.3 keV; Left panel) and Hard (2.3–5 keV; Right panel) catalogues. Point sources (EXT=0)
and extended sources (EXT>0) are plotted in blue and orange, respectively. Point sources with any SP flag (see Table 6) are displayed as blue
shaded histograms. The sources that appear in both the Main and the Hard catalogues are plotted in red in the left panel.

both dimensions and directions is given as

�RA = (RA_LOWERR + RA_UPERR)/2
�DEC = (DEC_LOWERR + DEC_UPERR)/2

RADEC_ERR =
p

(�RA)2 + (�DEC)2 , (1)

in line with other X-ray catalogues (e.g. Webb et al. 2020).

Fig. 6. Distribution of RADEC_ERR and DET_LIKE_0 of point sources in
the eRASS1 single-band detected catalogue. The 40%, 68%, and 95%
contours are plotted in orange. The cyan line indicates an empirical cor-
relation that describes the mode of the distribution, as reported in the
label. Sources from the Main catalogue are shown in blue, those from
the Supplementary catalogue in grey.

Figure 6 displays the distribution of RADEC_ERR as a func-
tion of DET_LIKE_0 for the point sources in the main cata-
logue. For sources where the calculation of RADEC_ERR failed
(see Sect. 3.6), we calculate RADEC_ERR using the empirical
correlation extracted from Fig. 6. It should be noted here that
RADEC_ERR does not represent the 68% error radius for two
parameters. Under the assumption of a circular error region,

the averaged 1-dimensional 68% error as required e.g. for the
comparison with a Rayleigh distribution can be derived with
� = RADEC_ERR/

p
2. We will further elaborate on the as-

trometric accuracy of the eRASS1 catalogue in Sect. 5.2, where
we present a validation method based on a comparison with ex-
ternal catalogues, which reveals the extent of the systematic un-
certainty beyond the statistical one described here.

4.2. Flagging of problematic sources

The imperfect nature of the source detection process inevitably
leads to contamination of the eRASS1 catalogue by spurious
sources and/or inaccuracies in the derived source properties. The
most clearly identifiable examples of spurious detections can
be found within the vicinity of extremely bright X-ray point
sources, such as Sco X-1, or bright, large extended sources,
like supernova remnants, nearby galaxies, or galaxy clusters (see
Fig. 7), whereas less clear-cut cases can be found at the lowest
detection likelihoods, and their contribution to the eRASS1 cat-
alogue quantified via simulations.

To warn users of a potential spurious origin for a detection,
despite a possibly high-detection likelihood, we have flagged
sources that are located within overdensities in the eRASS1
source catalogue associated with systems that could create prob-
lems for the automatic background estimation in the detec-
tion pipeline (supernova remnants, extremely bright X-ray point
sources, Galactic star clusters, local galaxies, and galaxy clus-
ters).

4.2.1. Identification of overdense regions

In order to identify those regions on the sky where many po-
tentially spurious sources are clustered, we performed an em-
pirical search for regions with a suspiciously large number of
detected sources compared to their surroundings: after perform-
ing a uniform cut on the detected flux at F0.2�2.3 keV > 5 ⇥
10�14 erg cm�2 s�1, to reduce dependence on the spatially vary-
ing exposure, we computed a density map of point-like and ex-
tended sources in the single-band catalogue, using a pixelization
of 0.25 deg2. A “background” source density map was then cre-
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Soft band 0.2-2.3 keV, Point sources: 903k
Soft band 0.2-2.3 keV, extended: 26.6k (of which 12k optically confimred clusters)
Hard band 2.3-5 keV, Point Sources: 5k
Hard band 2.3-5 keV, Extended: 380
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Fig. 9. Bottom panels: Hammer-Aitoff projection maps, in Galactic coordinates, of the logarithm of the 0.5–2 keV flux limit calculated as the flux
at 50% sky covering fraction (see text for details). The left and right panels correspond to values uncorrected and corrected for Galactic absorption,
respectively. Six particular regions where the flux limits are increased by bright X-ray sources are marked with red circles; from the north (top)
to the south (bottom) they are: the Virgo cluster, Sco X–1, the Vela SNR, the Crab pulsar, the LMC, and the SMC. Top panels: histogram of the
logarithm of the flux limit in erg s�1 cm�2. The colour bar on the X-axis illustrates the intensity scale of the corresponding map in the bottom panels.

Fig. 10. Estimated completeness of eRASS1 from the simulations of
Seppi et al. (2022) as a function of input 0.5–2 keV flux for different
exposure times. The completeness is estimated considering only point
sources (EXT_LIKE= 0) with DET_LIKE_0> 6.

features, the number density of distant AGN may not neces-1

sarily be uniform either, due to the inhomogeneous large-scale2

structure and the potential anisotropy (e.g., a dipole structure; 3

see Secrest et al. 2021) of the Universe. More details about 4

the eROSITA point-source number density maps are presented 5

in Liu et al. (in preparation). In this section, we present the 6

point-source number count distributions averaged in a few wide 7

Galactic latitude ranges. 8

We divide the hemisphere into four Galactic latitude levels, 9

0–10�, 10–20�, 20–40�, and 40–90�. As introduced in the previ- 10

ous Sect. 5.4, we calculate the point source number counts using 11

the method described by Georgakakis et al. (2008) based on the 12

products of apetool for the 3B catalogue in the 0.6–2.3 keV 13

band. Through the NH-dependent ECF (see Table 3), we con- 14

vert the count rate of each source into absorption-corrected flux. 15

The uncertainties of the cumulative X-ray number counts are 16

estimated using a bootstrap re-sampling approach. For a given 17

eROSITA sub-sample selected within a given Galactic latitude 18

interval, the X-ray sources are randomly drawn with replacement 19

to generate 100 new samples with the same size as the original 20

one. The X-ray number counts are then generated for each of the 21

100 samples following the same approach as with the real data 22

and the uncertainty at fixed flux is then estimated as the 1-� rms 23

scatter of the 100 number count realisations. 24

The resulting cumulative number count distributions as a 25

function of the absorption-corrected flux and the correspond- 26

ing sensitivity curves are displayed in Fig. 11. The number 27

counts obtained in sky regions with |b| > 20� (high Galactic lat- 28

itudes) are consistent with each other and with the results of 29

Georgakakis et al. (2008), while a ⇠30% excess is seen in the 30

counts at high fluxes reported in Hasinger et al. (2005). These 31

latter are based on a total of about 200 type-1 AGN selected 32

from the ROSAT Bright Survey (RBS; Schwope et al. 2000). The 33
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The SRG/eROSITA all-sky survey: Identifying ~130k 
coronal-emitting stars Freund et al. (2024)
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Fig. 4: Distribution of the source density and the coronal fraction
as a function of the Galactic latitude. The scaled source den-
sity of all eRASS1 sources, the coronal eRASS1 sources, and
the eligible coronal counterparts are shown in the top panel by
the black, blue, and red line, respectively. The source densities
are scaled by the area covered by the bins and the total number
of objects in the di↵erent samples. The bottom panel shows the
distribution of the coronal fraction. The fraction of stars for all
eRASS1 sources estimated with the Bayes map is indicated by
the solid black line, respectively. The red and blue lines show the
coronal fraction for the sources flagged in the eRASS1 catalog
as likely spurious detections and as sources in stellar clusters,
respectively.

pected for coronal X-ray emitters. Similarly, a few extragalac-
tic sources have spuriously high significant parallaxes in Gaia
DR3 and might be part of our counterpart sample. However, the
X-ray to optical flux ratio of CVs and extragalactic objects is
generally much higher than that for coronal sources, and hence,
the contamination of these source types in our sample of coronal
eRASS1 sources is very small due to the Bayes map. The dis-
crepancy between geometrically and Bayesian expected number
of coronal eRASS1 sources decreases for larger detection likeli-
hoods, which might indicate that we additionally miss some true
coronal identifications for faint X-ray sources (cf. Sect. 4.3).

In Fig. 5 we show the density distribution of the coro-
nal eRASS1 sources. We restricted the sample to sources with
FX > 5.5⇥ 10�14 erg s�1 cm�2 to reduce the influence of the sen-
sitivity variation for di↵erent ecliptic latitudes in eRASS1. The
density is enhanced in a region that was formerly described as
the Gould belt (Gould 1879; Guillout et al. 1998a,b; Perrot &
Grenier 2003) and is nowadays interpreted as a combination of
the Radcli↵e wave and a structure called split (Alves et al. 2020).
Many known stellar clusters are visible and a detailed analysis of
the stellar clusters in eRASS will be presented by Schneider et
al.(in prep.).

Fig. 5: Logarithmic density of the coronal eRASS1 sources with
FX > 5.5 ⇥ 10�14 erg s�1 cm�2. The crosses show the positions
of some known stellar clusters.

Fig. 6: Completeness and reliability of the coronal eRASS1
identifications as a function of the coronal probability. For the
dashed cyan and magenta line, only the geometric information
is used, while the Bayes map is adopted for the solid blue and
red curves. The dotted orange line shows the reliability expected
from shifted eRASS1 sources (see text for details).

4.2. Completeness and reliability

From the coronal probabilities provided for every eRASS1
source, the completeness and reliability of samples obtained at
di↵erent probability cuto↵s can be estimated (cf. Freund et al.
2022). In Fig. 6 we show the completeness and reliability as
a function of the probability cuto↵ that we obtain if only the
geometric properties are considered or additional properties are
adopted with the Bayes map. At pcoronal ⇡ 0.53 the expected
number of coronal sources is recovered and we expect a com-
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Fig. 13: X-ray over bolometric flux ratio as a function of the BP � RP color for the coronal eRASS1 sources. The color scales with
the distances of the counterpart and the histograms in the upper and left panel show the distribution of the BP � RP color and the
fractional X-ray flux, respectively.

5.4. Rotation-activity relation

For 3 722 of the coronal eRASS1 sources, we find a measure-
ment of the rotation modulation from Distefano et al. (2023).
This is the largest sample of sources with measured X-ray flux
and rotation period obtained so far. Due to the complex Gaia
scanning law, the completeness of the rotation periods strongly
varies over the sky. According to Distefano et al. (2023), the de-
tection of rotation periods < 5 d is favored and about 70 to 80 %
of the detected periods are expected to be actually correct. In
Fig. 14 we show the period-amplitude diagram of the coronal
eRASS1 sources. Most of these sources have rotation periods
between 5 d and less than 1 d and the amplitudes and rotation
periods are well correlated with the X-ray over bolometric flux.
Compared to the period-amplitude diagram of Distefano et al.
(2023) (shown in their Fig. 21), the population of fast rotators
(P < 2 d) with low amplitudes (A < 0.015 mag) (LAFR) is
not visible in our sample of X-ray selected stars except for a
few outliers. We estimate that about 1 000 of the LAFR sources
identified by Distefano et al. (2023) are expected to exhibit X-ray
fluxes above the mean detection limit of eRASS1, if the sources
are saturated in X-rays as expected by their fast rotation rates.

The fractional X-ray flux RX =
FX
Fbol

is a function of the rota-
tion period P and the color dependent convective turnover time
⌧. In previous studies, the fractional X-ray flux is often fitted as a

Fig. 14: Rotation periods as a function of the amplitude of the
modulation for the coronal eRASS1 sources with rotation mod-
ulation from Distefano et al. (2023). The color scales with the
ratio of the X-ray over bolometric flux.

broken power law of the Rossby number RO =
P
⌧ (e.g. Pizzolato

et al. 2003; Wright et al. 2011, 2018). The convective turnover
time is then estimated separately by dividing the sample in color
bins, however, both estimations depend on each other. Hence,
we fitted both relations consistently with a two-variable func-
tion. Specifically, we described the convective turnover time as
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Conclusions
X-ray astronomy is a key contributor to our exploration of the Universe, as it 
reveals both fundamental and exotic phenomena

eROSITA on SRG is the most powerful wide-field X-ray telescope to date. It has 
been in operation since Q3 2019, for more than 2 years, having completed 4.4 
all-sky surveys

Thanks to its large Grasp, stable background and observing cadence eROSITA
opens up new parameter space for X-ray astronomy

eRASS1 marks the coming of age of clusters cosmology as a Stage IV 
experiment

Numerous science highlights from DR1!

eRASS1 is now fully public! https://erosita.mpe.mpg.de/dr1/
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