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To whom it may concern: 

Recommendation letter supporting the postdoc application of Shasvath J Kapadia 

Dear colleagues, 

I am writing to express my strongest support for the postdoc application of Shasvath J Kapadia. 
Shasvath is a highly motivated, ambitious and hardworking young researcher, and is one of the 
strongest candidates in his peer group in gravitational-wave (GW) physics and astronomy. 

I have known Shasvath for the last three years. I met him in 2012 at a conference in KITP Santa 
Barbara where he was presenting an interesting poster on floating orbits in extreme-mass-ratio 
inspirals. He asked whether he could with me on a project related to LIGO’s science. Although, I 
tried to brush him aside citing the difficulty of long-distance collaboration (I was moving to 
India at that time), he persisted. After a year or so we actually started working together which 
turned out to be a very fruitful collaboration. I will be basing my letter on the aspect of his work 
that I know the best. However, his PhD work is quite diverse, covering problems related to the 
computation of orbits of extreme-mass-ratio inspirals, use of machine learning algorithms to 
distinguish between real GW triggers and spurious noise-generated triggers in the search for 
GWs from compact binaries using LIGO, etc. I hope that his other referees will elaborate on these 
aspects. 

The project (arXiv:1509.06366) that Shasvath worked with myself and Nathan Johnson-McDaniel 
was on computing the effective higher order terms in the post-Newtonian (PN) expansions of the 
gravitational binding energy and GW energy flux from inspiralling compact binaries. In the 
adiabatic PN approximation, the phase evolution of GWs from inspiralling compact binaries is 
computed by equating the change in binding energy with the GW flux. This energy balance 
equation can be solved in different ways, which result in multiple “approximants” of the PN 
waveforms. Due to the poor convergence of the PN expansion, these approximants tend to differ 
from each other during the late inspiral. Which of these approximants should be chosen as 
templates for GW detection and parameter estimation is not obvious. We computed some 
effective higher order (beyond the currently available 4PN and 3.5PN) non-spinning terms in the 
PN expansion of the energy and the flux that minimize the difference of multiple PN 
approximants (TaylorT1, TaylorT2, TaylorT4, TaylorF2) with effective one body waveforms 
calibrated to numerical relativity (EOBNR). We showed that PN approximants constructed using 
the effective higher order terms show significantly better agreement (as compared to 3.5PN) with 
the inspiral part of the EOBNR. For non-spinning binaries with component masses 1.4 -- 15 M⊙, 
most of the approximants have a match (faithfulness) of better than 99% with both EOBNR and 
each other. Although these effective terms are not the same as actual higher order terms, they find 
immediate practical use in GW searches. PN waveforms employing these effective higher order 
terms can be used in LIGO/Virgo searches for compact binaries as computationally inexpensive 
surrogates of EOBNR waveforms in the “low-mass” region of the parameter space. We are in the 
process of extending this computation to the case of spinning binaries, where this work is of 
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Gravitational waves 

• The existence of  gravitational waves (GWs) is one 
of  the most intriguing predictions of  the General 
Theory of  Relativity.
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• GWs are freely propagating oscillations in the 
geometry of  spacetime − ripples in the fabric of  
spacetime. 
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Pre-2016: Observational evidence of gravitational waves 

• 36 years of  radio observations of  the binary 
pulsar PSR B1913+16 ➞ Decay of  the orbital 
period agrees precisely with GR prediction.

5

[Weisberg et al (2010)]
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Direct detection of gravitational waves

• When GWs pass through earth, they 
produce a time-dependent change in 
the geometry of  the space (spatial 
metric).  

• These changes can be detected with 
the help of  laser interferometers. 
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LASER LASER

Deformation 
due to GWs
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L

Direct detection of gravitational waves

• Experimental challenge Expected distortions are tiny!

8
Required  displacement sensitivity

of interferometers (L ~ 1 km) 10�18 m (1/1000 size of nucleus)

h =
�L

L
⇠ 10�21Expected distortions:

GW strain

(BNS inspiral at 20 Mpc)



The quest for the direct detection of gravitational waves

• An international network of  ground-based detectors. Several science runs using the first-generation 
instruments.  No detection! Consistent with astrophysical expectations. 
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The first direct detection of gravitational waves 

On September 14, 2015 at 09:50:45 UTC (15:20:45 IST)
two LIGO observatories in Hanford and Livingston (USA) 

detected a coincident gravitational-wave signal. 
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Signals arrived in the two detectors within ~7 milliseconds. 
Combined signal-to-noise ratio 24. 



The observed signal 
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The observed signal 
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LIGO-P150914-v12

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1,
right column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series
are filtered with a 35–350 Hz band-pass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and
band-reject filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right:
L1 strain. GW150914 arrived first at L1 and 6.9+0.5

�0.4 ms later at H1; for a visual comparison the H1 data are also shown, shifted in
time by this amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected
onto each detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent
with those recovered from GW150914 [36, 37] confirmed to 99.9% by an independent calculation based on [12]. Shaded areas show
90% credible regions for two independent waveform reconstructions. The first models the signal using binary black hole template
waveforms [38]. The second does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [39, 40]. These reconstructions have a 94% overlap, as shown in [38]. Third row: Residuals after subtracting
the filtered numerical relativity waveform from the filtered detector time series. Bottom row: A time-frequency representation [41] of
the strain data, showing the signal frequency increasing over time.

Only the LIGO detectors were observing at the time of
GW150914. The Virgo detector was being upgraded, and
GEO 600, though not sensitive enough to have detected
this event, was operating but not in observational mode.
With only two detectors, the arrival time difference de-
termines the source position to an annular region on the
sky. GW150914 is localized to an area of approximately
590 deg2 (90% credible region) [38, 45].

The basic features of GW150914 point to it being pro-
duced by the coalescence of two black holes� i.e., their
orbital inspiral and merger, and subsequent final black hole
ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150Hz where
the amplitude reaches a maximum. The most plausible ex-
planation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission.
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The observed signal: A binary black-hole coalescence 
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FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full band-
width of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical-relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Kep-
lerian effective black hole separation in units of Schwarzschild
radii (R

S

= 2GM/c2) and the effective relative velocity given
by the post-Newtonian parameter v/c = (GM⇡f/c3)1/3, where
f is the gravitational-wave frequency calculated with numerical
relativity and M is the total mass (value from Table I).

At the lower frequencies, such evolution is characterized
by the chirp mass [46]

M =
(m1m2)3/5

(m1 +m2)1/5
=

c3

G


5

96
⇡�8/3f�11/3ḟ

�3/5

,

where f and ḟ are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and ḟ from the data in Fig. 1
we obtain a chirp mass of M ' 30M�, implying that the
total mass M = m1 + m2 is >⇠ 70M� in the detector
frame. This bounds the sum of the Schwarzschild radii of
the binary components to 2GM/c2 >⇠ 210 km. To reach
an orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this fre-
quency would be only ' 350 km apart. A pair of neutron
stars, while compact, would not have the required mass,
while a black hole-neutron star binary with the deduced
chirp mass would have a very large total mass, and would
thus merge at much lower frequency. This leaves black
holes as the only known objects compact enough to reach

an orbital frequency of 75 Hz without contact. Further-
more, the decay of the waveform after it peaks is consis-
tent with the damped oscillations of a black hole relaxing
to a final stationary Kerr configuration. Below, we present
a general-relativistic analysis of GW150914; Fig. 2 shows
the calculated waveform using the resulting source param-
eters.

Detectors — Gravitational-wave astronomy exploits multi-
ple, widely separated detectors to distinguish gravitational
waves from local instrumental and environmental noise, to
provide source sky localization from relative arrival times,
and to measure wave polarizations. The LIGO sites each
operate a single Advanced LIGO detector [32], a modi-
fied Michelson interferometer (see Fig. 3) that measures
gravitational-wave strain as a difference in length of its or-
thogonal arms. Each arm is formed by two mirrors, act-
ing as test masses, separated by L

x

= L
y

= L = 4 km.
A passing gravitational wave effectively alters the arm
lengths such that the measured difference is �L(t) =
�L

x

� �L
y

= h(t)L, where h is the gravitational-wave
strain amplitude projected onto the detector. This differ-
ential length variation alters the phase difference between
the two light fields returning to the beamsplitter, transmit-
ting an optical signal proportional to the gravitational-wave
strain to the output photodetector.

To achieve sufficient sensitivity to measure gravitational
waves the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains
a resonant optical cavity, formed by its two test mass mir-
rors, that multiplies the effect of a gravitational wave on
the light phase by a factor of 300 [48]. Second, a partially
transmissive power-recycling mirror at the input provides
additional resonant buildup of the laser light in the interfer-
ometer as a whole [49, 50]: 20 W of laser input is increased
to 700 W incident on the beamsplitter, which is further in-
creased to 100 kW circulating in each arm cavity. Third,
a partially transmissive signal-recycling mirror at the out-
put optimizes the gravitational-wave signal extraction by
broadening the bandwidth of the arm cavities [51, 52].
The interferometer is illuminated with a 1064-nm wave-
length Nd:YAG laser, stabilized in amplitude, frequency,
and beam geometry [53, 54]. The gravitational-wave sig-
nal is extracted at the output port using homodyne read-
out [55].

These interferometry techniques are designed to maxi-
mize the conversion of strain to optical signal, thereby min-
imizing the impact of photon shot noise (the principal noise
at high frequencies). High strain sensitivity also requires
that the test masses have low displacement noise, which
is achieved by isolating them from seismic noise (low fre-
quencies) and designing them to have low thermal noise
(mid frequencies). Each test mass is suspended as the final
stage of a quadruple pendulum system [56], supported by
an active seismic isolation platform [57]. These systems
collectively provide more than 10 orders of magnitude of
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Consistent with a signal expected from the coalescence of  two black holes 
that is., their orbital inspiral and merger, and subsequent ringdown of  the final black hole

LIGO-P150914-v12

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full band-
width of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical-relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Kep-
lerian effective black hole separation in units of Schwarzschild
radii (R

S

= 2GM/c2) and the effective relative velocity given
by the post-Newtonian parameter v/c = (GM⇡f/c3)1/3, where
f is the gravitational-wave frequency calculated with numerical
relativity and M is the total mass (value from Table I).

At the lower frequencies, such evolution is characterized
by the chirp mass [46]

M =
(m1m2)3/5

(m1 +m2)1/5
=

c3

G


5

96
⇡�8/3f�11/3ḟ
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A “five-sigma” detection!

Detected by two independent searches
First, by low-latency searches for generic gravitational wave transients. Subsequently, by matched-filter 

analyses that use relativistic models of  binary black hole waveforms.

False alarm probability 
< 2 ×10−7  

Significance > 5.1σ

False alarm rate 
< 1/203,000 years

[Fundamental Indian contribution in GW modeling and development of search methods]

multiple classes, this significance is decreased by a trials
factor equal to the number of classes [71].

A. Generic transient search

Designed to operate without a specific waveform model,
this search identifies coincident excess power in time-
frequency representations of the detector strain data
[43,72], for signal frequencies up to 1 kHz and durations
up to a few seconds.
The search reconstructs signal waveforms consistent

with a common gravitational-wave signal in both detectors
using a multidetector maximum likelihood method. Each
event is ranked according to the detection statistic
ηc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ec=ð1þ En=EcÞ

p
, where Ec is the dimensionless

coherent signal energy obtained by cross-correlating the
two reconstructed waveforms, and En is the dimensionless
residual noise energy after the reconstructed signal is
subtracted from the data. The statistic ηc thus quantifies
the SNR of the event and the consistency of the data
between the two detectors.
Based on their time-frequency morphology, the events

are divided into three mutually exclusive search classes, as
described in [41]: events with time-frequency morphology
of known populations of noise transients (class C1), events
with frequency that increases with time (class C3), and all
remaining events (class C2).

Detected with ηc ¼ 20.0, GW150914 is the strongest
event of the entire search. Consistent with its coalescence
signal signature, it is found in the search class C3 of events
with increasing time-frequency evolution. Measured on a
background equivalent to over 67 400 years of data and
including a trials factor of 3 to account for the search
classes, its false alarm rate is lower than 1 in 22 500 years.
This corresponds to a probability < 2 × 10−6 of observing
one or more noise events as strong as GW150914 during
the analysis time, equivalent to 4.6σ. The left panel of
Fig. 4 shows the C3 class results and background.
The selection criteria that define the search class C3

reduce the background by introducing a constraint on the
signal morphology. In order to illustrate the significance of
GW150914 against a background of events with arbitrary
shapes, we also show the results of a search that uses the
same set of events as the one described above but without
this constraint. Specifically, we use only two search classes:
the C1 class and the union of C2 and C3 classes (C2þ C3).
In this two-class search the GW150914 event is found in
the C2þ C3 class. The left panel of Fig. 4 shows the
C2þ C3 class results and background. In the background
of this class there are four events with ηc ≥ 32.1, yielding a
false alarm rate for GW150914 of 1 in 8 400 years. This
corresponds to a false alarm probability of 5 × 10−6

equivalent to 4.4σ.

FIG. 4. Search results from the generic transient search (left) and the binary coalescence search (right). These histograms show the
number of candidate events (orange markers) and the mean number of background events (black lines) in the search class where
GW150914 was found as a function of the search detection statistic and with a bin width of 0.2. The scales on the top give the
significance of an event in Gaussian standard deviations based on the corresponding noise background. The significance of GW150914
is greater than 5.1σ and 4.6σ for the binary coalescence and the generic transient searches, respectively. Left: Along with the primary
search (C3) we also show the results (blue markers) and background (green curve) for an alternative search that treats events
independently of their frequency evolution (C2þ C3). The classes C2 and C3 are defined in the text. Right: The tail in the black-line
background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise in the other
detector. (This type of event is practically absent in the generic transient search background because they do not pass the time-frequency
consistency requirements used in that search.) The purple curve is the background excluding those coincidences, which is used to assess
the significance of the second strongest event.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-6



Verification of the detector and data quality 

• Both the detectors were in a 
steady state of  operation for 
several hours around the event 
-- no evidence that this 
could be an instrumental 
artifact. 

• None of  the environmental 
sensors recorded disturbances 
that could potentially couple with 
the detectors. 

• Ruled out the possibility of  
“signal injections”. 

15

[Direct contribution 
from Indian groups]



Estimating the parameters of the astrophysical source 

• Two black holes of  masses 36 M⊙ and 
29 M⊙ in nearly circular orbit merged to 
form a rapidly spinning black hole of  
mass 62 M⊙ and spin 0.67.

One of  the best inference of  the mass and 
spin of  a stellar-mass black hole. Poor 
estimation of  the individual spins. 
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FIG. 2. Posterior PDFs for the source luminosity distance D
L

and
the binary inclination ✓JN . In the 1-dimensional marginalised
distributions we show the Overall (solid black), IMRPhenom
(blue) and EOBNR (red) PDFs; the dashed vertical lines mark the
90% credible interval for the Overall PDF. The 2-dimensional
plot shows the contours of the 50% and 90% credible regions
plotted over a colour-coded PDF.

misaligned to the line of sight is disfavoured; the probabil-
ity that 45� < ✓JN < 135� is 0.35.

The masses and spins of the BHs in a (circular) binary
are the only parameters needed to determine the final mass
and spin of the BH that is produced at the end of the
merger. Appropriate relations are embedded intrinsically
in the waveform models used in the analysis, but they do
not give direct access to the parameters of the remnant BH.
However, applying the fitting formula calibrated to non-
precessing NR simulations provided in [96] to the posterior
for the component masses and spins [97], we infer the mass
and spin of the remnant BH to be M source

f

= 62+4

�4

M�,
and a

f

= 0.67+0.05
�0.07, as shown in Figure 3 and Table I.

These results are fully consistent with those obtained us-
ing an independent non-precessing fit [55]. The systematic
uncertainties of the fit are much smaller than the statistical
uncertainties. The value of the final spin is a consequence
of conservation of angular momentum in which the total
angular momentum of the system (which for a nearly equal
mass binary, such as GW150914’s source, is dominated by
the orbital angular momentum) is converted partially into
the spin of the remnant black hole and partially radiated
away in GWs during the merger. Therefore, the final spin
is more precisely determined than either of the spins of the
binary’s BHs.

The calculation of the final mass also provides an esti-

FIG. 3. PDFs for the source-frame mass and spin of the rem-
nant BH produced by the coalescence of the binary. In the
1-dimensional marginalised distributions we show the Overall
(solid black), IMRPhenom (blue) and EOBNR (red) PDFs; the
dashed vertical lines mark the 90% credible interval for the Over-
all PDF. The 2-dimensional plot shows the contours of the 50%
and 90% credible regions plotted over a colour-coded PDF.

mate of the total energy emitted in GWs. GW150914 ra-
diated a total of 3.0+0.5

�0.5 M�c
2 in GWs, the majority of

which was at frequencies in LIGO’s sensitive band. These
values are fully consistent with those given in the literature
for NR simulations of similar binaries [98, 99]. The ener-
getics of a BBH merger can be estimated at the order of
magnitude level using simple Newtonian arguments. The
total energy of a binary system at separation r is given by
E ⇡ (m

1

+ m
2

)c2 � Gm
1

m
2

/(2r). For an equal-mass
system, and assuming the inspiral phase to end at about
r ⇡ 5GM/c2, then around 2–3% of the initial total energy
of the system is emitted as GWs. Only a fully general rela-
tivistic treatment of the system can accurately describe the
physical process during the final strong-field phase of the
coalescence. This indicates that a comparable amount of
energy is emitted during the merger portion of GW150914,
leading to ⇡ 5% of the total energy emitted.

We further infer the peak GW luminosity achieved dur-
ing the merger phase by applying to the posteriors a sep-
arate fit to non-precessing NR simulations [100]. The
source reached a maximum instantaneous GW luminosity
of 3.6+0.5

�0.4 ⇥ 1056 erg s�1 = 200+30

�20

M�c
2/s. Here, the

uncertainties include an estimate for the systematic error
of the fit as obtained by comparison with a separate set
of precessing NR simulations, in addition to the dominant
statistical contribution. An order-of-magnitude estimate of
the luminosity corroborates this result. For the dominant
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For robustness and validation, we also use other generic
transient search algorithms [41]. A different search [73] and
a parameter estimation follow-up [74] detected GW150914
with consistent significance and signal parameters.

B. Binary coalescence search

This search targets gravitational-wave emission from
binary systems with individual masses from 1 to 99M⊙,
total mass less than 100M⊙, and dimensionless spins up to
0.99 [44]. To model systems with total mass larger than
4M⊙, we use the effective-one-body formalism [75], which
combines results from the post-Newtonian approach
[11,76] with results from black hole perturbation theory
and numerical relativity. The waveform model [77,78]
assumes that the spins of the merging objects are aligned
with the orbital angular momentum, but the resulting
templates can, nonetheless, effectively recover systems
with misaligned spins in the parameter region of
GW150914 [44]. Approximately 250 000 template wave-
forms are used to cover this parameter space.
The search calculates the matched-filter signal-to-noise

ratio ρðtÞ for each template in each detector and identifies
maxima of ρðtÞwith respect to the time of arrival of the signal
[79–81]. For each maximum we calculate a chi-squared
statistic χ2r to test whether the data in several different
frequency bands are consistent with the matching template
[82]. Values of χ2r near unity indicate that the signal is
consistent with a coalescence. If χ2r is greater than unity, ρðtÞ
is reweighted as ρ̂ ¼ ρ=f½1þ ðχ2rÞ3&=2g1=6 [83,84]. The final
step enforces coincidence between detectors by selecting
event pairs that occur within a 15-ms window and come from
the same template. The 15-ms window is determined by the
10-ms intersite propagation time plus 5 ms for uncertainty in
arrival time of weak signals.We rank coincident events based
on the quadrature sum ρ̂c of the ρ̂ from both detectors [45].
To produce background data for this search the SNR

maxima of one detector are time shifted and a new set of
coincident events is computed. Repeating this procedure
∼107 times produces a noise background analysis time
equivalent to 608 000 years.
To account for the search background noise varying across

the target signal space, candidate and background events are
divided into three search classes based on template length.
The right panel of Fig. 4 shows the background for the
search class of GW150914. The GW150914 detection-
statistic value of ρ̂c ¼ 23.6 is larger than any background
event, so only an upper bound can be placed on its false
alarm rate. Across the three search classes this bound is 1 in
203 000 years. This translates to a false alarm probability
< 2 × 10−7, corresponding to 5.1σ.
A second, independent matched-filter analysis that uses a

different method for estimating the significance of its
events [85,86], also detected GW150914 with identical
signal parameters and consistent significance.

When an event is confidently identified as a real
gravitational-wave signal, as for GW150914, the back-
ground used to determine the significance of other events is
reestimated without the contribution of this event. This is
the background distribution shown as a purple line in the
right panel of Fig. 4. Based on this, the second most
significant event has a false alarm rate of 1 per 2.3 years and
corresponding Poissonian false alarm probability of 0.02.
Waveform analysis of this event indicates that if it is
astrophysical in origin it is also a binary black hole
merger [44].

VI. SOURCE DISCUSSION

The matched-filter search is optimized for detecting
signals, but it provides only approximate estimates of
the source parameters. To refine them we use general
relativity-based models [77,78,87,88], some of which
include spin precession, and for each model perform a
coherent Bayesian analysis to derive posterior distributions
of the source parameters [89]. The initial and final masses,
final spin, distance, and redshift of the source are shown in
Table I. The spin of the primary black hole is constrained
to be < 0.7 (90% credible interval) indicating it is not
maximally spinning, while the spin of the secondary is only
weakly constrained. These source parameters are discussed
in detail in [39]. The parameter uncertainties include
statistical errors and systematic errors from averaging the
results of different waveform models.
Using the fits to numerical simulations of binary black

hole mergers in [92,93], we provide estimates of the mass
and spin of the final black hole, the total energy radiated
in gravitational waves, and the peak gravitational-wave
luminosity [39]. The estimated total energy radiated in
gravitational waves is 3.0þ0.5

−0.5M⊙c2. The system reached a
peak gravitational-wave luminosity of 3.6þ0.5

−0.4 × 1056 erg=s,
equivalent to 200þ30

−20M⊙c2=s.
Several analyses have been performed to determine

whether or not GW150914 is consistent with a binary
black hole system in general relativity [94]. A first

TABLE I. Source parameters for GW150914. We report
median values with 90% credible intervals that include statistical
errors, and systematic errors from averaging the results of
different waveform models. Masses are given in the source
frame; to convert to the detector frame multiply by (1þ z)
[90]. The source redshift assumes standard cosmology [91].

Primary black hole mass 36þ5
−4M⊙

Secondary black hole mass 29þ4
−4M⊙

Final black hole mass 62þ4
−4M⊙

Final black hole spin 0.67þ0.05
−0.07

Luminosity distance 410þ160
−180 Mpc

Source redshift z 0.09þ0.03
−0.04
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assumes that the spins of the merging objects are aligned
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templates can, nonetheless, effectively recover systems
with misaligned spins in the parameter region of
GW150914 [44]. Approximately 250 000 template wave-
forms are used to cover this parameter space.
The search calculates the matched-filter signal-to-noise

ratio ρðtÞ for each template in each detector and identifies
maxima of ρðtÞwith respect to the time of arrival of the signal
[79–81]. For each maximum we calculate a chi-squared
statistic χ2r to test whether the data in several different
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[82]. Values of χ2r near unity indicate that the signal is
consistent with a coalescence. If χ2r is greater than unity, ρðtÞ
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the same template. The 15-ms window is determined by the
10-ms intersite propagation time plus 5 ms for uncertainty in
arrival time of weak signals.We rank coincident events based
on the quadrature sum ρ̂c of the ρ̂ from both detectors [45].
To produce background data for this search the SNR

maxima of one detector are time shifted and a new set of
coincident events is computed. Repeating this procedure
∼107 times produces a noise background analysis time
equivalent to 608 000 years.
To account for the search background noise varying across

the target signal space, candidate and background events are
divided into three search classes based on template length.
The right panel of Fig. 4 shows the background for the
search class of GW150914. The GW150914 detection-
statistic value of ρ̂c ¼ 23.6 is larger than any background
event, so only an upper bound can be placed on its false
alarm rate. Across the three search classes this bound is 1 in
203 000 years. This translates to a false alarm probability
< 2 × 10−7, corresponding to 5.1σ.
A second, independent matched-filter analysis that uses a

different method for estimating the significance of its
events [85,86], also detected GW150914 with identical
signal parameters and consistent significance.

When an event is confidently identified as a real
gravitational-wave signal, as for GW150914, the back-
ground used to determine the significance of other events is
reestimated without the contribution of this event. This is
the background distribution shown as a purple line in the
right panel of Fig. 4. Based on this, the second most
significant event has a false alarm rate of 1 per 2.3 years and
corresponding Poissonian false alarm probability of 0.02.
Waveform analysis of this event indicates that if it is
astrophysical in origin it is also a binary black hole
merger [44].

VI. SOURCE DISCUSSION

The matched-filter search is optimized for detecting
signals, but it provides only approximate estimates of
the source parameters. To refine them we use general
relativity-based models [77,78,87,88], some of which
include spin precession, and for each model perform a
coherent Bayesian analysis to derive posterior distributions
of the source parameters [89]. The initial and final masses,
final spin, distance, and redshift of the source are shown in
Table I. The spin of the primary black hole is constrained
to be < 0.7 (90% credible interval) indicating it is not
maximally spinning, while the spin of the secondary is only
weakly constrained. These source parameters are discussed
in detail in [39]. The parameter uncertainties include
statistical errors and systematic errors from averaging the
results of different waveform models.
Using the fits to numerical simulations of binary black

hole mergers in [92,93], we provide estimates of the mass
and spin of the final black hole, the total energy radiated
in gravitational waves, and the peak gravitational-wave
luminosity [39]. The estimated total energy radiated in
gravitational waves is 3.0þ0.5

−0.5M⊙c2. The system reached a
peak gravitational-wave luminosity of 3.6þ0.5

−0.4 × 1056 erg=s,
equivalent to 200þ30

−20M⊙c2=s.
Several analyses have been performed to determine

whether or not GW150914 is consistent with a binary
black hole system in general relativity [94]. A first

TABLE I. Source parameters for GW150914. We report
median values with 90% credible intervals that include statistical
errors, and systematic errors from averaging the results of
different waveform models. Masses are given in the source
frame; to convert to the detector frame multiply by (1þ z)
[90]. The source redshift assumes standard cosmology [91].

Primary black hole mass 36þ5
−4M⊙

Secondary black hole mass 29þ4
−4M⊙

Final black hole mass 62þ4
−4M⊙

Final black hole spin 0.67þ0.05
−0.07

Luminosity distance 410þ160
−180 Mpc

Source redshift z 0.09þ0.03
−0.04
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90% credible intervals including statistical and systematic errors

The very first detection of a binary black hole! 
First observation of stellar-mass black holes with mass ≳ 25 M⊙ 



The most powerful astronomical source, ever! 
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3 M⊙c2 energy is radiated as 
gravitational waves in ~0.1 seconds

Peak power emission 1049 W!
(more than the luminosity of all the stars in the universe)

[Direct contribution from ICTS]



Einstein, right again! 

Observed signal consistent with the prediction of  General Relativity



Einstein, right again! 

• Residual of  the data after subtracting the 
best-fit template is consistent with noise.

• Final mass/spin estimated from the 
inspiral and post-inspiral parts of  the 
signal are in agreement. 

• Final part of  the signal is consistent with 
quasi-normal-mode ringing. 

• Post-Newtonian coefficients estimated 
from the data agree with the theory 
prediction. 

• Propagation effects consistent with a 
massless graviton. 
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TABLE I. Summary of the results for gIMR. For each parameter in the gIMR model, we report its frequency dependence, median and 90%
credible regions, the quantile for the GR value of 0 from the 1D posterior probability density function. Finally, the last two columns show log
Bayes factors in base 10 between GR and the gIMR model. The uncertainties on the log Bayes factors are 2�. The a and b in �↵̂4 are functions
of the component masses and spins (see Ref. [39]). For each field, we report the corresponding quantities for both the single-parameter and
multiple-parameter analyses.

waveform regime median GR quantile log10 BGR
model

parameter f�dependence single multiple single multiple single multiple

early-inspiral regime

�'̂0 f �5/3 �0.1+0.1
�0.1 1.3+3.0

�3.2 0.94 0.30 1.9 ± 0.2

3.7 ± 0.6

�'̂1 f �4/3 0.3+0.4
�0.4 �0.5+0.6

�0.6 0.16 0.93 1.6 ± 0.2
�'̂2 f �1 �0.4+0.3

�0.4 �1.6+18.8
�16.6 0.96 0.56 1.2 ± 0.2

�'̂3 f �2/3 0.2+0.2
�0.2 2.0+13.4

�13.9 0.02 0.42 1.2 ± 0.2
�'̂4 f �1/3 �1.9+1.6

�1.7 �1.9+19.3
�16.4 0.98 0.56 0.3 ± 0.2

�'̂5l log( f ) 0.8+0.5
�0.6 �1.4+18.6

�16.9 0.01 0.55 0.7 ± 0.4
�'̂6 f 1/3 �1.4+1.1

�1.1 1.2+16.8
�18.9 0.99 0.47 0.4 ± 0.2

�'̂6l f 1/3 log( f ) 8.9+6.8
�6.8 �1.9+19.1

�16.1 0.02 0.57 �0.3 ± 0.2
�'̂7 f 2/3 3.8+2.9

�2.9 3.2+15.1
�19.2 0.02 0.41 �0.0 ± 0.2

intermediate regime
��̂2 log f 0.1+0.4

�0.3 0.2+0.6
�0.5 0.24 0.28 1.4 ± 0.2

2.3 ± 0.2
��̂3 f �3 0.1+0.6

�0.3 �0.0+0.8
�0.7 0.31 0.56 1.2 ± 0.4

merger-ringdown regime
�↵̂2 f �1 �0.1+0.4

�0.4 0.0+1.0
�1.2 0.68 0.50 1.2 ± 0.2

2.1 ± 0.4�↵̂3 f 3/4 �0.3+1.9
�1.5 0.0+4.4

�4.4 0.60 0.51 0.7 ± 0.2
�↵̂4 tan�1(a f + b) �0.1+0.5

�0.5 �0.1+1.1
�1.0 0.68 0.62 1.1 ± 0.2
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FIG. 7. Violin plot summarizing the posterior probability density distributions for all the parameters in the gIMR model. From left to right: the
plot shows increasingly high-frequency regimes as outlined in the text and Fig. 5; the leftmost posteriors, labeled from 0PN to 3.5PN, are for
the early-inspiral PN regime; the �i and ↵i parameters correspond to the intermediate and merger-ringdown regimes. Note that the constraints
get tighter in the merger and ringdown regimes. In red, we show posterior probability distributions for the single-parameter analysis while
in cyan we show the posterior distribution for the multiple-parameter analysis. The black error bar at 0PN show the bound inferred from the
double pulsar; higher PN orders are not shown as their constraints are far weaker than GW150914’s measurement and they would appear in
the plot as vertical black lines covering the entire y-axis. Summary statistics are reported in Table I. The 2.5PN term reported in the figure
refers to the logarithmic term �'̂(l)

5 . Because of their very di↵erent scale compared to the rest of the parameters, the 0PN and 0.5PN order
posterior distributions from GW150914 and the double-pulsar limits at 0PN order are shown on separate panels. The error bars indicate
the symmetric 90% credible regions reported in Table I. Due to correlations among parameters, the posterior distribution obtained from the
multiple-parameter analyses in the early-inspiral regimes are informative only for the 0.5PN coe�cient.

der is increased. As a consequence, the double-pulsar bounds
are significantly less informative than GW150914, except at
0PN order, where the double-pulsar bound is better thanks
to the long observation time (⇠ 10 years against ⇠ 0.4 s for
GW150914’s). 6 Thus, GW150914 allows us for the first time

6 We note that when computing the upper bounds with the binary-pulsar ob-
servations, we include the e↵ect of eccentricity only in the 0PN parameter.
For the higher PN parameters, the e↵ect is not essential considering that
the bounds are not very tight.

to constrain the coe�cients in the PN series of the phasing up
to 3.5PN order.

Furthermore, in Table I and Fig. 7 we summarize the
constraints on each testing parameter �'̂i for the single and
multiple-parameter analyses. In particular, in the 6th and 7th

columns of Table I, we list the quantile at which the GR value
of zero is found within the marginalised 1-dimensional pos-
terior. We note that in the single-parameter analysis, for sev-
eral parameters, the GR value is found at quantiles close to
an equivalent of 2–2.5�, i.e., close to the tails of their pos-
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GW150914, our waveform models have much higher FFs
against numerical GR waveforms, we conclude that the noise-
weighted correlation between the observed strain signal and
the true GR waveform is � 96%. This statement can be read
as implying that the GR prediction for GW150914 is veri-
fied to better than 4%, in a precise sense related to noise-
weighted signal correlation; and conversely, that e↵ects due to
GR-violations in GW150914 are limited to less than 4% (for
e↵ects that cannot be reabsorbed in a redefinition of physical
parameters).

Inspiral, merger and ringdown consistency test. We now
perform a test to show that the inspiral and merger/ringdown
parts of GW150914 do not deviate from the predictions of a
binary black-hole coalescence in GR. One way to do that is
to compare the estimates of the mass and spin of the remnant
obtained from di↵erent parts of the waveform, using the rela-
tions between the binary’s components and final masses and
spins provided by NR [57].

We first explore the posterior distributions of the bi-
nary’s component masses and spins from the “inspiral” (low-
frequency) part of the observed signal, using the nested sam-
pling algorithm from the LALInference software library [50],
and then use formulae obtained from NR simulations to get
posterior distributions of the remnant’s mass and spin. The
inspiral part of the signal is defined as follows. We fix the
frequency at which the inspiral phase ends to f end insp

GW = 132
Hz, close to the MAP waveform’s merger frequency [3] (see
Figs. 2 and 5 below), and restrict the waveform model in the
frequency domain from 20 Hz to f end insp

GW . Next, we estimate
posterior distributions on the mass and spin of the final com-
pact object from the “post-inspiral” (high-frequency) signal
that is dominated by the contribution from merger and ring-
down stages (i.e., from the waveform model that extends from
f end insp
GW up to 1024 Hz), again using formulae obtained from

NR simulations. We notice that the expectation value of the
SNRdet from the MAP waveform whose support is only from
20 Hz to 132 Hz is ⇠ 19.5, while when the support is from
132 Hz to 1024 Hz it is ⇠ 16. Finally, we compare these
two estimates of the final Mf and dimensionless spin a f , and
compare them also against the estimate performed using the
full inspiral–merger–ringdown waveform GW150914. In all
cases, we average the posteriors obtained with the EOBNR
and IMRPhenom waveform models, following the procedure
outlined in Ref. [3]. Technical details about the implementa-
tion of this test can be found in Ref. [58].

This test is similar in spirit to the �2 GW-search veto [2, 59]
that penalizes event candidates if their (noise-weighted) resid-
ual with respect to theoretical templates is too uneven across
frequency segments—a warning that some parts of the wave-
form are fit much worse than others, and thus the candidates
may be due to instrument glitches that are very loud, but
do not resemble binary-inspiral signals. However, �2 tests
are performed by comparing the data with a single theoret-
ical waveform, while in this case we allow the inspiral and
merger/ringdown partial waveforms to select di↵erent physi-
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FIG. 3. Top panel: 90% confidence regions on the joint posterior
distributions for the mass Mf and dimensionless spin af of the final
compact object predicted from the inspiral (dark violet, dashed) and
measured from the post-inspiral (violet, dot-dashed), as well as the
result from a full inspiral-merger-ringdown (IMR) analysis (black).
Bottom panel: Posterior distributions for the parameters �Mf /Mf
and �af /af that describe the fractional di↵erence in the estimates
of the final mass and spin from inspiral and post-inspiral parts. The
contour shows the 90% confidence region. The plus symbol indicates
the expected value (0, 0) in GR.

cal parameters. Thus, this test should be sensitive to subtler
deviations from the predictions of GR.

In Fig. 2 we show the EOBNR MAP waveform [3] with its
instantaneous GW frequency; the shaded areas correspond to
the 90% credible regions. The vertical line marks f end insp

GW =
132 Hz; see also Fig. 5 below, where we plot the MAP
frequency-domain amplitude and indicate the inspiral, inter-
mediate, and merger-ringdown regimes. In Fig. 3 we sum-
marize our findings. The top panel of Fig. 3 shows the poste-
rior distributions of Mf and a f estimated from the inspiral and
post-inspiral parts, as well as from the entire inspiral–merger–
ringdown signal. It confirms the expected behavior: the in-
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A new window to the Universe! 

General Theory of Relativity 

GR has yet more to offer! 
Observation of gravitational waves will provide a fundamentally new 
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Arrival directions of  ultra high-energy cosmic rays (black) and nearby AGNs (blue) 
[Auger Collab, 2010]

Fig. 1.— The 69 arrival directions of CRs with energy E ≥ 55 EeV detected by the Pierre Auger Observatory up

to 31 December 2009 are plotted as black dots in an Aitoff-Hammer projection of the sky in galactic coordinates.

The solid line represents the field of view of the Southern Observatory for zenith angles smaller than 60◦. Blue

circles of radius 3.1◦ are centred at the positions of the 318 AGNs in the VCV catalog that lie within 75 Mpc

and that are within the field of view of the Observatory. Darker blue indicates larger relative exposure. The

exposure-weighted fraction of the sky covered by the blue circles is 21%.

The updated estimate of the degree of correlation must include periods II and III only, because the parameters

were chosen to maximise the correlation in period I. In Fig. 2 we plot the degree of correlation (pdata) with

objects in the VCV catalog as a function of the total number of time-ordered events observed during periods

II and III. For each additional event the most likely value of pdata is k/N (number correlating divided by the

cumulative number of arrival directions).

The confidence level intervals in the plot contain 68.3%, 95.45% and 99.7% of the posterior probability for

pdata given the measured values of k and N . The posterior probability distribution is pkdata(1− pdata)N−k(N +

1)!/k!(N − k)!, corresponding to a binomial likelihood with a flat prior. The upper and lower limits in the

confidence intervals are chosen such that the posterior probability of every point inside the interval is higher

than that of any point outside. The amount of correlation observed has decreased from (69+11
−13)%, with 9 out

of 13 correlations measured in period II, to its current estimate of (38+7
−6)%, based on 21 correlations out of a

total of 55 events in periods II and III.

The cumulative binomial probability that an isotropic flux would yield 21 or more correlations is P = 0.003.

This updated measurement with 55 events after the initial scan is a posteriori, with no prescribed rule for

rejecting the hypothesis of isotropy as in (6, 7). No unambiguous confidence level for anisotropy can be derived

from the probability P = 0.003. P is the probability of finding such a correlation assuming isotropy. It is not

the probability of isotropy given such a correlation.

We note that 9 of the 55 events detected in periods II and III are within 10◦ of the galactic plane, and none

of them correlates within 3.1◦ with the astronomical objects under consideration. Incompleteness of the VCV

catalog due to obscuration by the Milky Way or larger magnetic bending of CR trajectories along the galactic

disk are potential causes for smaller correlation of arrival directions at small galactic latitudes. If the region

within 10◦ of the galactic plane is excluded the correlation is (46± 6)% (21 correlations out of 46 events), while
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Observational windows using non-EM messengers 

Best fit locations of  of  HE neutrinos: showers (+) and muon tracks (x) [Ice Cube Collab, 2013]

Materials and Methods). The observed zenith
distribution is also typical of such a flux: As a
result of absorption in Earth above tens of TeV
energy, most events (about 60%, depending on
the energy spectrum) from even an isotropic high-
energy extraterrestrial population would be ex-
pected to appear in the Southern Hemisphere.
Although the zenith distribution is well explained
(Fig. 4) by an isotropic flux, a slight southern ex-
cess remains, which could be explained either as a
statistical fluctuation or by a source population that
is either relatively small or unevenly distributed
through the sky.

This discussion can be quantified by a global
fit of the data to a combination of the p/K atmo-
spheric neutrino background, atmospheric neutri-
nos from charmed meson decays, and an isotropic
equal-flavor extraterrestrial power-law flux. With
the normalizations of all components free to float,
this model was fit to the two-dimensional depos-
ited energy and zenith distribution of the data
(Fig. 2) in the range of 60 TeV < Edep < 2 PeV,
above most of the expected background (Fig. 4).
The data are well described in this energy range
by an E−2 neutrino spectrum with a per-flavor nor-
malization of E2F(E) = (1.2 T 0.4) × 10−8 GeV
cm−2 s−1 sr−1. Although it is difficult to substan-
tively constrain the shape of the spectrum with
our current limited statistics, a flux at this level
would have been expected to generate an ad-
ditional three to six events in the 2 to 10 PeV
range; the lack of such events in the sample may
indicate either a softer spectrum (the best fit is
E−2.2 T 0.4) or the presence of a break or cutoff at
PeVenergies. When limited to only atmospheric
neutrinos, the best fit to the data would require a
charm flux 4.5 times larger than the current ex-
perimental 90% CL upper bounds (8) and even
then is disfavored at 4s with respect to a fit
allowing an extraterrestrial contribution.

Search for Neutrino Sources
To search for spatial clustering, indicating pos-
sible neutrino sources, we conducted a maximum
likelihood point source analysis (14). At each point
in the sky, we tested a point source hypothesis
based on full-sky uncertainty maps for each event
obtained from the reconstruction. This yields a
sky map of test statistic values [TS = 2log(L/L0),
where L is the maximized likelihood and L0 is
the likelihood under the null hypothesis], which
reflects any excess concentration of events rela-
tive to a flat background distribution (Fig. 5). To
account for trials due to searching the whole sky,
we estimate the significance of the highest TS
observed by performing the same analysis on the
data with the right ascension of the events ran-
domized. The final significance is then the frac-
tion of these randomized maps that have a TS
value anywhere in the sky as high or higher than
that observed in data. The chance probability cal-
culated this way is independent of Monte Carlo
simulation. Therefore, the significance obtained
is against the hypothesis that all events in this
sample are uniformly distributed in right ascen-

sion, rather than the significance of a cluster of
events above predicted backgrounds. Note that
because muon tracks have much smaller angular
uncertainties than showers, their presence can
skew the highest TS values and overshadow clus-
ters of shower events. To correct for this effect,
and because muon events are more likely to be
atmospheric background, we repeated every clus-
tering analysis described here twice: once with
the full 28 events and once with only the 21 shower
events.

When using all events, the likelihood map
reveals no significant clustering compared to
randomized maps. For the shower events, the
coordinates with the highest TS are at right as-
cension = 281°, declination = −23° (galactic lon-
gitude l = +12°, latitude b = −9°). Five events,
including the second highest energy event in the
sample, contribute to the main part of the excess
with two others nearby. The fraction of random-
ized data sets that yield a similar or higher TS at
this exact spot is 0.2%. (At the exact location of the
galactic center, the fraction is 5.4%.) The final sig-
nificance, estimated as the fraction of randomized
maps with a similar or higher TS anywhere in the
sky, is 8%. This degree of clustering may be compat-
ible with a source or sources in the galactic center
region, but the poor angular resolution for showers
and the wide distribution of the events do not
allow the identification of any sources at this time.

Two other spatial clustering analyses were
defined a priori. We performed a galactic plane
correlation study using the full directional re-
construction uncertainty for each event to define
the degree of overlap with the plane. The plane
width was chosen to be T2.5° on the basis of TeV
gamma-ray observations (15).Amulticluster search
using the sum of log-likelihood values at every

local maximum in the likelihood map was also
conducted. Neither of these analyses yielded sig-
nificant results.

In addition to clustering of events in space,
we performed two tests for clustering of events
in time that calculate significances by compar-
ing the actual arrival times to event times drawn
from a random uniform distribution throughout
the live time. Because many sources (16–18) are
expected to produce neutrinos in bursts, identi-
fication of such a time cluster could allow asso-
ciation with a source without reference to the
limited angular resolution of most of the ob-
served neutrinos. When using all events, no sig-
nificant time cluster was observed. Furthermore,
each spatial cluster in Fig. 5 containing more than
one event was tested individually for evidence
of time clustering. Of the eight regions tested, the
most significant was a pair that includes the highest
energy shower in the sample, but was still com-
patible with random fluctuations. The five shower
events of the densest cluster show no significant
overall time clustering.

Materials and Methods

Event Selection
Backgrounds for cosmic neutrino searches arise
entirely from interactions of cosmic rays in Earth’s
atmosphere. These produce secondary muons
that penetrate into underground neutrino detec-
tors from above, as well as atmospheric neutrinos
that reach the detector from all directions because
of the low neutrino cross section, which allows
them to penetrate Earth from the opposite hemi-
sphere. These particles are produced in the decays
of secondary p and K mesons; at high energies,
a flux from the prompt decay of charmed mesons

Fig. 5. Sky map in equatorial coordinates of the TS value from the maximum likelihood point
source analysis. The most significant cluster consists of five events—all showers and including the second
highest energy event in the sample—with a final significance of 8%. This is not sufficient to identify any
neutrino sources from the clustering study. The galactic plane is shown as a curved gray line with the galactic
center at the bottom left denoted by a filled gray square. Best-fit locations of individual events (listed in
Table 1) are indicated with vertical crosses (+) for showers and angled crosses (×) for muon tracks.
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Arrival directions of  ultra high-energy cosmic rays (black) and nearby AGNs (blue) 
[Auger Collab, 2010]

Fig. 1.— The 69 arrival directions of CRs with energy E ≥ 55 EeV detected by the Pierre Auger Observatory up

to 31 December 2009 are plotted as black dots in an Aitoff-Hammer projection of the sky in galactic coordinates.

The solid line represents the field of view of the Southern Observatory for zenith angles smaller than 60◦. Blue

circles of radius 3.1◦ are centred at the positions of the 318 AGNs in the VCV catalog that lie within 75 Mpc

and that are within the field of view of the Observatory. Darker blue indicates larger relative exposure. The

exposure-weighted fraction of the sky covered by the blue circles is 21%.

The updated estimate of the degree of correlation must include periods II and III only, because the parameters

were chosen to maximise the correlation in period I. In Fig. 2 we plot the degree of correlation (pdata) with

objects in the VCV catalog as a function of the total number of time-ordered events observed during periods

II and III. For each additional event the most likely value of pdata is k/N (number correlating divided by the

cumulative number of arrival directions).

The confidence level intervals in the plot contain 68.3%, 95.45% and 99.7% of the posterior probability for

pdata given the measured values of k and N . The posterior probability distribution is pkdata(1− pdata)N−k(N +

1)!/k!(N − k)!, corresponding to a binomial likelihood with a flat prior. The upper and lower limits in the

confidence intervals are chosen such that the posterior probability of every point inside the interval is higher

than that of any point outside. The amount of correlation observed has decreased from (69+11
−13)%, with 9 out

of 13 correlations measured in period II, to its current estimate of (38+7
−6)%, based on 21 correlations out of a

total of 55 events in periods II and III.

The cumulative binomial probability that an isotropic flux would yield 21 or more correlations is P = 0.003.

This updated measurement with 55 events after the initial scan is a posteriori, with no prescribed rule for

rejecting the hypothesis of isotropy as in (6, 7). No unambiguous confidence level for anisotropy can be derived

from the probability P = 0.003. P is the probability of finding such a correlation assuming isotropy. It is not

the probability of isotropy given such a correlation.

We note that 9 of the 55 events detected in periods II and III are within 10◦ of the galactic plane, and none

of them correlates within 3.1◦ with the astronomical objects under consideration. Incompleteness of the VCV

catalog due to obscuration by the Milky Way or larger magnetic bending of CR trajectories along the galactic

disk are potential causes for smaller correlation of arrival directions at small galactic latitudes. If the region

within 10◦ of the galactic plane is excluded the correlation is (46± 6)% (21 correlations out of 46 events), while

8
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Best fit locations of  of  HE neutrinos: showers (+) and muon tracks (x) [Ice Cube Collab, 2013]

Materials and Methods). The observed zenith
distribution is also typical of such a flux: As a
result of absorption in Earth above tens of TeV
energy, most events (about 60%, depending on
the energy spectrum) from even an isotropic high-
energy extraterrestrial population would be ex-
pected to appear in the Southern Hemisphere.
Although the zenith distribution is well explained
(Fig. 4) by an isotropic flux, a slight southern ex-
cess remains, which could be explained either as a
statistical fluctuation or by a source population that
is either relatively small or unevenly distributed
through the sky.

This discussion can be quantified by a global
fit of the data to a combination of the p/K atmo-
spheric neutrino background, atmospheric neutri-
nos from charmed meson decays, and an isotropic
equal-flavor extraterrestrial power-law flux. With
the normalizations of all components free to float,
this model was fit to the two-dimensional depos-
ited energy and zenith distribution of the data
(Fig. 2) in the range of 60 TeV < Edep < 2 PeV,
above most of the expected background (Fig. 4).
The data are well described in this energy range
by an E−2 neutrino spectrum with a per-flavor nor-
malization of E2F(E) = (1.2 T 0.4) × 10−8 GeV
cm−2 s−1 sr−1. Although it is difficult to substan-
tively constrain the shape of the spectrum with
our current limited statistics, a flux at this level
would have been expected to generate an ad-
ditional three to six events in the 2 to 10 PeV
range; the lack of such events in the sample may
indicate either a softer spectrum (the best fit is
E−2.2 T 0.4) or the presence of a break or cutoff at
PeVenergies. When limited to only atmospheric
neutrinos, the best fit to the data would require a
charm flux 4.5 times larger than the current ex-
perimental 90% CL upper bounds (8) and even
then is disfavored at 4s with respect to a fit
allowing an extraterrestrial contribution.

Search for Neutrino Sources
To search for spatial clustering, indicating pos-
sible neutrino sources, we conducted a maximum
likelihood point source analysis (14). At each point
in the sky, we tested a point source hypothesis
based on full-sky uncertainty maps for each event
obtained from the reconstruction. This yields a
sky map of test statistic values [TS = 2log(L/L0),
where L is the maximized likelihood and L0 is
the likelihood under the null hypothesis], which
reflects any excess concentration of events rela-
tive to a flat background distribution (Fig. 5). To
account for trials due to searching the whole sky,
we estimate the significance of the highest TS
observed by performing the same analysis on the
data with the right ascension of the events ran-
domized. The final significance is then the frac-
tion of these randomized maps that have a TS
value anywhere in the sky as high or higher than
that observed in data. The chance probability cal-
culated this way is independent of Monte Carlo
simulation. Therefore, the significance obtained
is against the hypothesis that all events in this
sample are uniformly distributed in right ascen-

sion, rather than the significance of a cluster of
events above predicted backgrounds. Note that
because muon tracks have much smaller angular
uncertainties than showers, their presence can
skew the highest TS values and overshadow clus-
ters of shower events. To correct for this effect,
and because muon events are more likely to be
atmospheric background, we repeated every clus-
tering analysis described here twice: once with
the full 28 events and once with only the 21 shower
events.

When using all events, the likelihood map
reveals no significant clustering compared to
randomized maps. For the shower events, the
coordinates with the highest TS are at right as-
cension = 281°, declination = −23° (galactic lon-
gitude l = +12°, latitude b = −9°). Five events,
including the second highest energy event in the
sample, contribute to the main part of the excess
with two others nearby. The fraction of random-
ized data sets that yield a similar or higher TS at
this exact spot is 0.2%. (At the exact location of the
galactic center, the fraction is 5.4%.) The final sig-
nificance, estimated as the fraction of randomized
maps with a similar or higher TS anywhere in the
sky, is 8%. This degree of clustering may be compat-
ible with a source or sources in the galactic center
region, but the poor angular resolution for showers
and the wide distribution of the events do not
allow the identification of any sources at this time.

Two other spatial clustering analyses were
defined a priori. We performed a galactic plane
correlation study using the full directional re-
construction uncertainty for each event to define
the degree of overlap with the plane. The plane
width was chosen to be T2.5° on the basis of TeV
gamma-ray observations (15).Amulticluster search
using the sum of log-likelihood values at every

local maximum in the likelihood map was also
conducted. Neither of these analyses yielded sig-
nificant results.

In addition to clustering of events in space,
we performed two tests for clustering of events
in time that calculate significances by compar-
ing the actual arrival times to event times drawn
from a random uniform distribution throughout
the live time. Because many sources (16–18) are
expected to produce neutrinos in bursts, identi-
fication of such a time cluster could allow asso-
ciation with a source without reference to the
limited angular resolution of most of the ob-
served neutrinos. When using all events, no sig-
nificant time cluster was observed. Furthermore,
each spatial cluster in Fig. 5 containing more than
one event was tested individually for evidence
of time clustering. Of the eight regions tested, the
most significant was a pair that includes the highest
energy shower in the sample, but was still com-
patible with random fluctuations. The five shower
events of the densest cluster show no significant
overall time clustering.

Materials and Methods

Event Selection
Backgrounds for cosmic neutrino searches arise
entirely from interactions of cosmic rays in Earth’s
atmosphere. These produce secondary muons
that penetrate into underground neutrino detec-
tors from above, as well as atmospheric neutrinos
that reach the detector from all directions because
of the low neutrino cross section, which allows
them to penetrate Earth from the opposite hemi-
sphere. These particles are produced in the decays
of secondary p and K mesons; at high energies,
a flux from the prompt decay of charmed mesons

Fig. 5. Sky map in equatorial coordinates of the TS value from the maximum likelihood point
source analysis. The most significant cluster consists of five events—all showers and including the second
highest energy event in the sample—with a final significance of 8%. This is not sufficient to identify any
neutrino sources from the clustering study. The galactic plane is shown as a curved gray line with the galactic
center at the bottom left denoted by a filled gray square. Best-fit locations of individual events (listed in
Table 1) are indicated with vertical crosses (+) for showers and angled crosses (×) for muon tracks.
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FIG. 4. Lambert projection of the posterior probability density
for the sky location of GW150914 showing contours of the 50%
and 90% credible regions plotted over a colour-coded posterior
density function. The sky localization forms part of the ring, set
by the time delay of 6.9+0.5

�0.4 ms between the Livingston and Han-
ford detectors.

luminosity of (4.7 ± 0.2) ⇥ 1054 erg s�1 [89].533

GW ground-based instruments are all-sky monitors with534

no intrinsic spatial resolution capability for transient sig-535

nals. A network of instruments is needed to reconstruct the536

location of a GW in the sky, via time-of-arrival, and ampli-537

tude and phase consistency across the network [90]. With538

only the two LIGO instruments in operation, GW150914’s539

source location can only be reconstructed to approximately540

an annulus set to first approximation by the time-delay of541

6.9+0.5
�0.4 ms between the Livingston and Hanford observato-542

ries [91, 92]. Figure 4 shows the sky map for GW150914:543

it corresponds to a projected 2-dimensional credible re-544

gion of 140 deg2 (50% probability) and 590 deg2 (90%545

probablity). The associated 3-dimensional comoving vol-546

ume probability region is ⇠ 10�2 Gpc�3; for compari-547

son the comoving density of Milky-Way-like galaxies is548

⇠ 107 Gpc�3. This area of the sky was targeted by follow-549

up observations covering radio, optical, near infra-red, X-550

ray, and gamma-ray wavelengths that are discussed in [93].551

Spins are a fundamental property of BHs. Additionally,552

their magnitude and orientation with respect to the orbital553

angular momentum carry an imprint of the evolutionary554

history of a binary that could help in identifying the for-555

mation channel, such as distinguishing binaries formed in556

the field from those produced through captures in dense557

stellar environments [12]. The observation of GW150914558

allow us for the first time to put direct constraints on BH’s559

spins. The EOBNR and IMRPhenom models yield consis-560

561

tent values for the magnitude of the individual spins, see562

Table I. The spins are not precisely measured, but the pri-563

mary’s spin a
1

< 0.7 is tighter constrained than the sec-564

ondary’s spin a
2

< 0.9 (both at 90% probability). We565

strongly disfavour the primary BH being maximally spin-566

ning.567

From now on we focus on the results derived using568

the IMRPhenom model which encodes precession effects.569

Spins enter the model through the two effective spin pa-570

rameters �
e↵

and �
p

. The left panel of Figure 5 shows that571

despite the short duration of the signal in band we meaning-572

fully constrain �
e↵

= �0.06+0.17
�0.18, see Table I. The influ-573

ence of spin on the inspiral rate of GW150914 is therefore574

small. We cannot however provide additional information575

on the other spin components associated to precession ef-576

fects. The data are uninformative, as the posterior PDF577

on �
p

(left panel of Figure 5) is broadly consistent with578

the prior. Two elements may be responsible for this. If579

precession occurs, at most one modulation cycle would be580

present in the LIGO sensitivity window. If the source was581

viewed with J close to the line-of-sight (Figure 2), the am-582

plitude of possible modulations in the recorded strain are583

suppressed. The joint posterior PDFs of the magnitude and584

orientation of S
1

and S
2

are shown in the right panel of585

Figure 5. The angle of the spins with respect to L̂ (the586

tilt angle) is considered a tracer of BBH formation chan-587

nels [12]. However, we can place only weak constraints588

on this parameter for GW150914: the probabilities that Ŝ
1

589

and Ŝ
2

are at an angle between 45� and 135� with respect590

to the normal to the orbital plane L̂ are 0.78 and 0.79, re-591

spectively. For this specific geometrical configuration the592

spin magnitude estimates are a
1

< 0.7 and a
2

< 0.8 at593

90% probability.594

Some astrophysical formation scenarios favour spins595

nearly-aligned with the orbital angular momentum, partic-596

ularly for the massive progenitors that in these scenarios597

produce GW150914 [12, 94, 95]. To estimate the impact598

of this prior hypothesis on our interpretation, we used the599

fraction (2.5%) of the spin-aligned result (EOBNR) with600

S
1,2 · L̂ > 0 to revise our expectations. If both spins must601

be positively and strictly co-aligned with L, then we can602

constrain the two individual spins at 90% probability to be603

a
1

< 0.2 and a
2

< 0.3.604

The loss of linear momentum through GWs produces a605

recoil of the merger BHs with respect to the binary orig-606

inal centre of mass [96, 97]. The recoil velocity depends607

on the spins (magnitude and orientation) of the BH’s of608

the binary and could produce super-kicks for spins in the609

orbital plane of the binary [98–100]. Unfortunately, the610

weak constraints on the spins (magnitude and direction) of611

GW150914 prevent us from providing a meaningful limit612

on the kick velocity of the resulting BH.613

Finally, we can cast the results into posterior probabili-614

ties of the strain at the two instruments p(~h(~#)|~d) and com-615

Poor localization of the source. 
Need more detectors in the 
network. Perhaps one in India?!
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